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• EULYNX - Digital Railway Operation

• ENISA report - Security measures in the Railway Transport Sector

• RailSecurity

• Paradigm shift: from GIuV to permanent consistency checking
…“Using Simplicity to Control Complexity“ (Lui Sha, IEEE Comp., 2001)

• Physical Security - Digitalization weakens systems

• NIS2 - The European CyberSecurity Act
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What is EULYNX

9 An initiative of European railway infrastructure managers 

9 Defining an internationally standardised signalling system

9 Focus on modular signalling architecture with common standardised interfaces 

9 Standing organisation for continuous development, maintenance and change 
management of the standards

9 Support the certification of products 

9 Support infrastructure managers in implementation of the standards

5EULYNX - Workshop with Industry

https://eulynx.eu/index.php/documents/presentations-given/252-20200305-dp-workshop-presentation/file
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Modular architecture

9 The reference architecture is a modular structure defining field elements as 
subsystems with controllers and standardized interfaces to command and control 
them

9 Apply IP-based communication using closed and open networks
9 System design that is based on components of the shelf (COTS) and mass industry 

solutions also used in other industries
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9EULYNX - Workshop with Industry

Standardised interfaces

Core business of EULYNX are standardised interfaces:

9 Functional interface (SCI): for signalling information

9 Diagnostic interface (SDI): for monitoring and diagnostic information

9 Maintenance interface (SMI): for engineering, configuration and software data of 
subsystems

RaSTA: Rail Safe Transport Application network protocol



Railway: A Distributed Component-based System
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Railway: A Distributed Component-based System
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The EULYNX Initiative: European Rail Agencies are
Pushing Interoperability and Standardization
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Source

https://eulynx.eu/index.php/documents/presentations-given/77-slovenian-infrastructure-agency/file
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Process data interface

Control interface

Maintenance/Operation/Display interface

Diagnostic interface

Maintenance  interface

Legend and notes:
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10EULYNX - Workshop with Industry

Unambiguous specifications

9 EULYNX applies the Model-Based Systems Engineering (MBSE) methodology. 
This methodology is closely oriented on the life cycle phases defined in EN 
50126.

9 EULYNX delivers validated specifications in a modelled format. Modelled 
specifications are executable and can thus be tested to ensure that the behavior
meets the users’ needs. 

FUNCTIONS USE CASES MODELLING VALIDATION



EULYNX Object Controllers in our Lab

Digital Railway 
Operation Frauscher Advanced Counter FAdC

Axle Counting Object Controller Thales AzLM
Axle Counting Object Controller



Digital Rail Lab

■ Digital Rail Lab @ HPI
■ Eisenbahninformatik.de



Reference Command, Control and Signalling Architecture (RCA)
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Einführung in die sicherheitskritische SW Entwicklung
Welche Normen gibt es?

6%%���,QIUDVWUXNWXU�������������� 7
Quelle: EN 50129:2016

Basisnorm: EN 61508
Funktionale Sicherheit

Lebenszyklusmodel für System
Vorgaben für RAMSS
(Zuverlässigkeit, Verfügbarkeit, 
Instandhaltbarkeit, Sicherheit
und Security)

Wie mache ich den
Sicherheitsnachweis

Source

Introduction to Development of Safety-Critical Software

Einführung in die sicherheitskritische SW Entwicklung

6%%���,QIUDVWUXNWXU�������������� 8

Bevor wir mit der SW Entwicklung anfangen können müssen einige 
Phasen auf System Ebene durchlaufen werden. 
Diese dienen als Input für die Software Entwicklung.

1. Phase 1: System Konzept
2. Phase 2: System Definition und betrieblicher Kontext
3. Phase 3: Risikoanalyse und -beurteilung
4. Phase 4: Festlegen von Systemanforderungen
5. Phase 5: Architektur und Aufteilung von Systemanforderungen

https://osm.hpi.de/eos/2020/slides/2020_12_10_Vortrag_Sicherheitskritische_SW_Entwicklung_und_Segregation.pdf


Before software development, several phases have to be completed at 
system level.

These serve as input for software development.

■ 1. Phase 1: System Concept

■ 2. Phase 2: System Definition and Operational Context

■ 3. Phase 3: Risk Analysis and Assessment

■ 4. Phase 4: Defining System Requirements

■ 5. Phase 5: Architecture and Partitioning of System Requirements

Introduction to Development of
Safety-Critical Software

Digital Railway 
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Source

Einführung in die sicherheitskritische SW Entwicklung

6%%���,QIUDVWUXNWXU�������������� 8

Bevor wir mit der SW Entwicklung anfangen können müssen einige 
Phasen auf System Ebene durchlaufen werden. 
Diese dienen als Input für die Software Entwicklung.

1. Phase 1: System Konzept
2. Phase 2: System Definition und betrieblicher Kontext
3. Phase 3: Risikoanalyse und -beurteilung
4. Phase 4: Festlegen von Systemanforderungen
5. Phase 5: Architektur und Aufteilung von Systemanforderungen

https://osm.hpi.de/eos/2020/slides/2020_12_10_Vortrag_Sicherheitskritische_SW_Entwicklung_und_Segregation.pdf
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Einführung in die sicherheitskritische SW Entwicklung

6%%���,QIUDVWUXNWXU�������������� 10Quelle: EN 50126-2:2017

THR: Tolerable Hazard Rate (tolerierbare Gefährdungsrate)
TFFR: Tolerable Functional Failure Rate

Source

Introduction to Development of Safety-Critical Software

Einführung in die sicherheitskritische SW Entwicklung

6%%���,QIUDVWUXNWXU�������������� 8

Bevor wir mit der SW Entwicklung anfangen können müssen einige 
Phasen auf System Ebene durchlaufen werden. 
Diese dienen als Input für die Software Entwicklung.

1. Phase 1: System Konzept
2. Phase 2: System Definition und betrieblicher Kontext
3. Phase 3: Risikoanalyse und -beurteilung
4. Phase 4: Festlegen von Systemanforderungen
5. Phase 5: Architektur und Aufteilung von Systemanforderungen

https://osm.hpi.de/eos/2020/slides/2020_12_10_Vortrag_Sicherheitskritische_SW_Entwicklung_und_Segregation.pdf
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Einführung in die sicherheitskritische SW Entwicklung
V-Modell

6%%���,QIUDVWUXNWXU�������������� 19

Software Requirements
Specification, Test Spec

� System Requirements
Specification

� Sicherheitsanforderungen
� System Architektur
� Safety Plan

EN 50129/50126

Software module
Requirements Spec.

Module Tests

Software/Software & 
Software/Hardware Tests

System Tests
Validation

Verification

Verification

Verification

Verification

Verification

Verification
Code reviewsSoftware Code

Phasen

SW Pläne

Source

Introduction to Development of Safety-Critical Software

Einführung in die sicherheitskritische SW Entwicklung

6%%���,QIUDVWUXNWXU�������������� 8

Bevor wir mit der SW Entwicklung anfangen können müssen einige 
Phasen auf System Ebene durchlaufen werden. 
Diese dienen als Input für die Software Entwicklung.

1. Phase 1: System Konzept
2. Phase 2: System Definition und betrieblicher Kontext
3. Phase 3: Risikoanalyse und -beurteilung
4. Phase 4: Festlegen von Systemanforderungen
5. Phase 5: Architektur und Aufteilung von Systemanforderungen

https://osm.hpi.de/eos/2020/slides/2020_12_10_Vortrag_Sicherheitskritische_SW_Entwicklung_und_Segregation.pdf


EULYNX Live: A Shortcut in the V-Model 
Development Process
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EULYNX Live: MBSE
Creating Executable Specifications from SysML Models
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SySim Simulator
Architected in SysML

SysML Behavior
Simulation Generation

Simulator UI

State Machine Animation

Simulation logs



EULYNX: Protocol Stack and Communication 
Interfaces

Application Protocol: Subsystem 
Communication Interfaces (SCI)

■ SCI-Point, SCI-Train Detection
System, SCI-Light Signal, ...

■ Event-based

Transport Protocol: Rail Safe 
Transport Application (RaSTA)

■ Safe Transmission and 
Redundancy

■ DIN VDE V 0831-200

■ RaSTA over UDP

■ RaSTA over TCP/TLS (since
EULYNX Baseline 4.1)

Digital Railway 
Operation 

SCI-*

RaSTA

UDP or
TCP/TLS

IP, Ethernet



Example: Establish Connection between Interlocking
and Field Element Subsystem
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Example: Command Point
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■ Definition of SCI-P Protocol Messages

Example: Command Point

Digital Railway 
Operation 



Project Hackathon
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DRSS - Hackathon: RaSTA

 Jonas Bücker, Mario Freund, Leonhard Hennicke



EULYNX & IT Security: 
Protocol Stack and Communication Interfaces

Event-based Protocols

Application Protocols: Subsystem 
Communication Interfaces (SCI)

■ SCI-Point, SCI-Train Detection
System, SCI-Light Signal, ...

Transport Protocol: RaSTA (Safe 
Transmission and Redundancy)

■ DIN VDE V 0831-200

■ RaSTA over UDP

■ RaSTA over TCP/TLS (since
EULYNX Baseline 4.1)

Digital Railway 
Operation 

SCI
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IP, Ethernet

Safety
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Security
Frequently
updated



Running SIL and non-SIL Components Side by Side:
Software-based Segregation
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Operation 
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• EULYNX - Digital Railway Operation

• ENISA report - Security measures in the Railway Transport Sector

• RailSecurity

• Paradigm shift: from GIuV to permanent consistency checking
…“Using Simplicity to Control Complexity“ (Lui Sha, IEEE Comp., 2001)

• Physical Security - Digitalization weakens systems

• NIS2 - The European CyberSecurity Act

Agenda
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Figure 6: Overview of railway systems 

Figure Note: Background colours indicate the actor who is usually in charge of the system (this could vary according to the organisation or project). A coloured pastille shows the most likely location of the system; some 

systems have assets in several locations. ERTMS is considered as it is the ATC that is harmonised for EU. The scope of the ERTMS is depicted with a light blue colour, covering Signalling and Radio systems. 



• Low digital and cybersecurity awareness in the railway sector.

• Difficulty in reconciling safety and cybersecurity worlds.

• Digital transformation of railway core business.

• Dependence on the supply chain for cybersecurity.

• Geographic spread of railway infrastructure and the existence of legacy
systems.

• The need to balance security, competiveness and operational efficiency.

• Complexity of regulations for cybersecurity.

Cybersecurity Challenges

Digital Railway 
Operation 



Implementation Level of „Defence“ Security Measures

Implementation level of CyberSecurity Measures

Digital Railway 
Operation 

RAILWAY CYBERSECURITY 
November 2020 
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 Protection measures are implemented or implemented and controlled by 53% of 
OES. Basic cybersecurity seems to be already well implemented and under control, 
e.g. access control, or system segregation. However, the security measures that 
require higher technical expertise, such as cryptographic controls, or cybersecurity 
controls on industrial control systems (OT) are implemented at a lower rate. This can 
be explained by specific context of railway OT that poses challenges to OES in fully 
implementing such minimum protection security measures. Reasons include the 
presence of legacy systems, the high number of systems and complexity of IM 
networks, dependence on suppliers for security solutions and safety concerns when 
updating such systems. 

 Security measures regarding defence are either implemented or implemented 
and controlled by 52% of OES. Security measures that require less technical 
expertise, e.g. communications with competent authorities and CSIRTs, or incident 
reporting, appear to be well implemented and under control. Other measures that 
require resources, maturity and expertise (e.g. log correlation and analysis) appear to 
be more challenging for OES to implement. 

 Resilience measures are implemented or implemented and controlled by 57% of 
OES. OES report that managing crises and incidents is part of the daily business in the 
railway sector. The sector is already regulated for safety and security, and operational 
continuity. However, these statistics should be treated with caution. Although 
measures to protect operations and prevent safety or security incidents are generally 
well applied, the same level of preparedness is not observed when countering 
cybersecurity threats and incidents. Current processes for crisis and business 
continuity management need to be adapted to cover cybersecurity incidents. 

Figure 9: Overall view of the implementation level for cybersecurity measures 

  



The European Rail Traffic Management System (ERTMS) is a single
European signalling and speed control system that ensures interoperability
of the railway systems, with the aim of reducing the purchasing and, 
possibly, maintenance costs of the signalling systems. 

• European Train Control System (ETCS), i.e. a cab-signalling system that
incorporates automatic train protection,

• Global System for Mobile communications for Railways (GSM-R) and 
operating rules. 

ERTMS 

Digital Railway 
Operation 



• The signalling element of the system

• Includes the control of movement authorities, automatic train protection
and the interface to interlocking in a harmonised way. 

• Reduction of complexity for train drivers (automation of control
activities)

• brings trackside signalling into the driver’s cabin

• provides information to the on-board display

• allows for permanent train control

• train driver concentrates on core tasks.

ETCS (European Train Control System).

Digital Railway 
Operation 



A voice communication service between driving vehicles and line
controllers and a bearer path for ETCS data. 

• based on the public standard GSM with specific railway features for
operation e.g. Priority and Pre-emption (eMLPP) 

• Functional Addressing Location Dependent Addressing

• Voice Broadcast Service (VBS) 

• Voice Group Call (VGC) 

• Shunting Mode 

• Emergency Calls 

• Fast call set-up. 

• General Packet Radio Service (GPRS option) can also be used in GSM-R 
networks to offer more data possibilities.

GSM-R (Global System for Mobiles - Railway)

Digital Railway 
Operation 



ERTMS systems

Digital Railway 
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RAILWAY CYBERSECURITY 
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Figure 14: ERTMS systems 

 
 



• Balise interfaces
• programming of balises
• balise – infrastructure interface (train, interlocking, LEU, and/or field elements) 

• On-board unit (OBU) interfaces
• OBU – RBC via GSM-R or – in future – further data circuits according to the Future 

Railway Mobile Communication System (FRMCS)
• OBU – vehicle bus system(s) (not ETCS-specific)

• Radio block centre (RBC) interfaces
• RBC – OBU via GSM-R or – in future – further data circuits
• RBC operator interface
• RBC – interlocking

• Key management centre (KMC) for the ETCS46
• operator interfaces, i.e. set-up keys and access authorisation
• transmission of the keys to the operative subsystems, i.e. OBU and RBC o KMC-

ETCS entities via GSM-R
• KMC-KMC via different networks

Communication subsystems and functions,
that require protection:

Digital Railway 
Operation 



Communication in the ERTMS

Digital Railway 
Operation 

RAILWAY CYBERSECURITY 
November 2020 
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Figure 15: Communication in the ERTMS 

Figure Note:  
Radio Block Centre (RBC), On-Board Unit (OBU), Lineside Electronic Unit (LEU), Key Management Centre 
(KMC): *keys can also be distributed offline to the vehicles, e.g. via USB keys  
Source: Adapted by an illustration of the CYSIS Working Group 

The following communication subsystems and functions require protection: 

 balise interfaces (yellow marks in the above figure) 
o programming of balises 
o balise – infrastructure interface (train, interlocking, LEU, and/or field elements) 

 on-board unit (OBU) interfaces 
o OBU – RBC via GSM-R or – in future – further data circuits according to the 

Future Railway Mobile Communication System (FRMCS) 
o OBU – vehicle bus system(s) (not ETCS-specific) 

 radio block centre (RBC) interfaces 
o RBC – OBU via GSM-R or – in future – further data circuits 
o RBC operator interface 
o RBC – interlocking 

 key management centre (KMC) for the ETCS46 
o operator interfaces, i.e. set-up keys and access authorisation 
o transmission of the keys to the operative subsystems, i.e. OBU and RBC 
o KMC-ETCS entities via GSM-R 
o KMC-KMC via different networks 

                                                           
46 At present, the keys are mainly transmitted off-line. In future, they will be more and more transmitted on-line. 



• EULYNX - Digital Railway Operation

• ENISA report - Security measures in the Railway Transport Sector

• RailSecurity

• Paradigm shift: from GIuV to permanent consistency checking
…“Using Simplicity to Control Complexity“ (Lui Sha, IEEE Comp., 2001)

• Physical Security - Digitalization weakens systems

• NIS2 - The European CyberSecurity Act

Agenda

Digital Railway 
Operation 



Railway – A System of Systems

Operational Technology

Critical
Infrastructure

Information Technology



Why is railway not secure?
Identifying Challenges in Railsecurity

Katja Assaf and Andreas Polze
Planned for RSSRail 2025



What we See

Digital Railway Operation 

Old hardware

Old software

Missing emergency plan

Backdoors



Why do we See it

Backdoors

Legacy 
& Long 

Lifecycles

Certified & 
Standardised

Software

Awareness & Recovery Process

Commercial Off-
The-Shelf & 

Missing Technical 
Know-How

Old hardware

Old software

Missing emergency plan



• Enough Resources: money and humans

• Skilled Personnel with Awareness

• Establishing Basic Security, 

such as Asset Management, especially for Legacy Systems

• Network availability

• Remote Access (Digitalization)

• Vulnerability Management (Updates)

• Safety-critical Impact

What is the greatest challenge?



Is safety a security goal?
Defining Safety and Security Interaction Through A Multi-Level Attack-Fault-Graph

Katja Assaf, Christina Kolb, Simon Unger
Submitted to ESORICS 2025



Safety protects against unintentional failures, 
Security protects against malicious intent.
Safety protects the environment from the system,
Security protects the system from the environment.

What is Safety? What is Security?



Security protects against malicious intent.
Safety protects the environment/humans from the system

Ø Safety and Security are not disjoint concepts!

What is Safety? What is Security?



Let’s steal a train!
Breaking GSM-R

Katja Assaf, Jörn Sobotta, Andreas Polze amongst others
Ongoing



COT17 attack

GSM-R encryption

EuroRadio MAC 

Application Layer Message

Step 1: Decrypt GSM-R

Step 2: Enable MAC Forgery

Step 2a: Wait for a collision

Step 2b: Recover k1

Step 3: Craft malicious message

Message StructureAttack Steps

Chothia, T., Ordean, M., De Ruiter, J., & Thomas, R. J. (2017, April). An attack against message authentication in the 
ERTMS train to trackside communication protocols. In Proceedings of the 2017 ACM on Asia Conference on Computer and 
Communications Security (pp. 743-756).



• GSM-R is a railway specific protocol based on GSM
• GSM A5/1 encryption is known to be broken (realtime)
• GSM A5/3 is vulnerable
Ø Vulnerability of GSM-R unproven for legal reasons

• ETCS uses a message authentication code (MAC) for integrity protection
• For safety-critical messages, such as emergency stop, the MAC is not checked
Ø Security significantly weakened for safety concerns
• MAC based on broken DES standard
Ø Proprietary protocols are a game of chance

Here: we got lucky so far

Railsecurity
Taking ETCS based on GSM-R as an Example

GSM-R encryption

EuroRadio MAC 

Application Layer Message



1. Understand theoretical attack
2. Find legal test environment
3. Read GSM-R traffic with a Software Defined Radio
4. Understand practical implementation
5. Use known Rainbow Table attack
6. Send Emergency Stop
7. Stop the Train
8. Collect enough data
9. Brute-force remaining key used for MAC
10. Forge Movement Authority
11. Steal the Train

Goal:

Stealing a Train

We are here!



Excursion to Kölleda
Breaking GSM-R: Collecting data in GSM-R Lab
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At Funkwerk
Breaking GSM-R: Collecting data in GSM-R lab

Huawei Netz

• A5/1 Encryption
• A5/3 Encryption

Nokia Netz

• A5/0 Encryption

• Networktraces
• Analysis via  

Trace2 tool13 GB of recorded
data traffic



• EULYNX - Digital Railway Operation

• ENISA report - Security measures in the Railway Transport Sector
• RailSecurity
• Paradigm shift: from GIuV to permanent consistency checking

…“Using Simplicity to Control Complexity“ (Lui Sha, IEEE Comp., 2001)
• Physical Security - Digitalization weakens systems
• NIS2 - The European CyberSecurity Act

Agenda

Digital Railway Operation 



Projekt EULYNX-Live (2021/2022)
A new (old) Scheibenberg station under construction

Digital Railway Operation 



A new (old) Scheibenberg station under construction
from digital planning to field test

Digital Railway Operation 

ProSig 7 / PlanPro-
Planung

Generic Interlocking Test und Simulation im 
EULYNX-Live Lab

Planning TestRailway-technical
processing

§ Trassierungsdaten
§ LST-Planung: 

Gisela v. Arnim,
Christoph Klaus, DB 
Netz

§ Summer-School-
Project

§ Understanding
PlanPro

§ Prolog rules for
interlock logics

§ Integration test with
EULYNX hardware

§ Test Labs in
HPI Potsdam, 
Bf. Scheibenberg, 
SCS Zürich,
Brunel Hildesheim



EULYNX-Live Lab Demo
Simulation of Scheibenberg station

Digital Railway Operation 
PlanPro => EULYNX 

DP Konverter

Planning
(PlanPro XML)

Planning
(EULYNX DP)

Projekt-verwaltung Test-case
parametrization

Systemtest

Distributed System 
Configuration

Inventory, 
Simulatoren

Description of
Execution

Reproducable
Execution and 

Monitoring



EULYNX-Live Interlocking signals movement authority at 
vehicle parade in ‘2021

Digital Railway Operation 



■ Implementation of EULYNX-SCI-P-Interface for SCS FPGA-Interlocking

■ Samuel Kälin, ETH Zürich

■ Interoperability demo RaSTA and EULYNX SCI-P

EULYNX-Live Lab Showcase
SCS FPGA-Interlocking acting as Point-Object Controller

Digital Railway Operation 

EULYNX-Interlociking
(Potsdam)

FPGA-Interlocking + 
point motor

(Zürich)



„Breadboard“ as generic test stand for DLST in geographically
distributed test centers

EULYNX-Live Lab

Konfigurations-
datenbank

Ressourcen-
modell (IXL, OCs)

Interoperabilitäts-
Tests

Systemintegration 
Labor/Feld/Hybrid

Nachweis der 
Systemsicherheit

Komponenten-
Zulassung

Aufzeichnung 
Testberichte

Vernetzte 
Laborstandorte

Ortsbezogenes 
Scheduling

Testfallkatalog

Versionierte 
Planungs- und 
Bestandsdaten

Test-Adapter, 
Protokollstacks

(RaSTA)

Generische Tests Projekt-Parametrisierung (PlanPro, EULYNX)

Betrieb

Distribution Resource
Management

Inventory / 
data catalog

Reproducability

Digital Railway Operation 
Berechtigungen 

und Isolation

Dependability



■ Niels Geist, Heiko Herholz, TU Berlin

■ Entwicklung eines RaSTA-fähigen Multi-OC mit LocoNet-Backend

Connection to Eisenbahnbetriebsfeld (EBuEf) atTU Berlin

Digital Railway Operation 



EULYNX Live Lab
Implementation of SCI-LX-Interface for Pintsch Protego

Digital Railway Operation 



■ Ergebnis des ersten Zulassungsworkshops am 19.04.2023

■ Beispiel aus der Praxis (S-Bahn Hamburg): Änderung an der GoA 2-ATO-Software ohne 
Auswirkung auf Safety erforderte mehrwöchige Dokumentations- und Freigabeprozesse

■ Nationale Umsetzung der EU Richtlinie 2016/797 (DE: EIGV, VV GIuV, VV Bau-STE)

□ Gutachterrolle seitens des EBAs, hier muss technische Kompetenz vorhanden sein

□ Hello World:
Genehmigung eines
Weichen-OCs

Software-based Command-Control-Systems for Railway 
need to be certifyable and updateable at low cost

Digital Railway Operation 



• Software contains errors

• Test may demonstrate presence of errors… but cannot prove correctness

Correctness of Software

Digital Railway 
Operation 

steps to verify correctness. Logical complexity
is a function of the number of cases (states)
that the verification or testing process must
handle. A program can have different logical
and computational complexities. For exam-
ple, compared to quicksort, bubble sort has
lower logical complexity but higher computa-
tional complexity.

Another important distinction is the one
between logical complexity and residual log-
ical complexity. For a new module, logical
complexity and residual logical complexity
are the same. A program could have high log-
ical complexity initially, but if users verified
the program before and can reuse it as is, the
residual complexity is zero. It is important to
point out that we cannot reuse a known reli-
able component in a different environment,
unless the component’s assumptions are sat-
isfied. Residual complexity measures the ef-
fort needed to ensure the reliability of a sys-
tem comprising both new and reused
software components. I focus on residual log-
ical complexity (just “complexity” for the re-
mainder of the article) because it is a domi-
nant factor in software reliability. From a
development perspective, the higher the com-
plexity, the harder to specify, design, develop,
and verify. From a management perspective,
the higher the complexity, the harder to un-
derstand the users’ needs and communicate
them to developers, find effective tools, get
qualified personnel, and keep the develop-
ment process smooth without many require-
ment changes. Based on observations of soft-
ware development, I make three postulates:

! P1: Complexity breeds bugs. All else be-
ing equal, the more complex the soft-
ware project, the harder it is to make it
reliable.

! P2: All bugs are not equal. Developers
spot and correct the obvious errors early
during development. The remaining er-
rors are subtler and therefore harder to
detect and correct.

! P3: All budgets are finite. We can only
spend a certain amount of effort
(budget) on any project.

P1 implies that for a given mission duration
t, the software reliability decreases as com-
plexity increases. P2 implies that for a given
degree of complexity, the reliability function
has a monotonically decreasing improvement

rate with respect to development effort. P3
implies that diversity is not free (diversity ne-
cessitates dividing the available effort).

A simple reliability model
The following model satisfies the three pos-

tulates. We adopt the commonly used expo-
nential reliability function R(t) = e–λt and as-
sume that the failure rate, λ, is proportional to
the software complexity, C, and inversely pro-
portional to the development effort, E. That
is, R(t) = e–kCt/E. To focus on the interplay be-
tween complexity and development effort, we
normalize the mission duration t to 1 and let
the scaling constant k = 1. As a result, we can
rewrite the reliability function with a normal-
ized mission duration in the form R(E, C) =
e–C/E. Figure 1 plots the reliability function
R(E, C) = e–C/E with C = 1 and C = 2, respec-
tively. As Figure 1 shows, the higher the com-
plexity, the more effort needed to achieve a
given degree of reliability. R(E, C) also has a
monotonically decreasing rate of reliability
improvement, demonstrating that the remain-
ing errors are subtler and, therefore, detecting
and correcting them requires more effort. Fi-
nally, the available budget E should be the
same for whatever fault-tolerant method you
use. 

We now have a simple model that lets us
analyze the relationship between development
effort, complexity, diversity, and reliability.

The two well-known software fault toler-
ance methods that use diversity are N-
version programming and recovery block.3–5

I’ll use them as examples to illustrate the
model’s application. For fairness, I’ll compare
each method under its own ideal condition.
That is, I assume faults are independent under
N-version programming and acceptance test is
perfect under recovery block. However, nei-
ther assumption is easy to realize in practice
(leading to the forward-recovery approach,6
which I’ll discuss later).
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Figure 1. Reliability
and complexity. 
C is the software
complexity.

Authorized licensed use limited to: Universitaet Potsdam. Downloaded on April 11,2023 at 14:43:35 UTC from IEEE Xplore.  Restrictions apply. 

Reliability of software in relation to complexity



We can exploit the features and performance of complex software even if we cannot verify
them, provided we can guarantee the critical requirements with simple software.

Using Simplicity to Control Complexity
Analytic Redundancy
IEEE Software Juli/August 2001

Digital Railway 
Operation 

software components during runtime
without shutting down the OS.10

! Hardware level: standard industrial
hardware, such as VMEBus-based hard-
ware or industrial personal computers.

! System development and maintenance
process: standard industrial software
development processes.

! Requirement management: the subsys-
tem handles requirements for features
and performance here. With the protec-
tion that the high-assurance subsystem
offers, requirements can change rela-
tively fast to embrace new technologies
and support new user needs.

Figure 7 diagrams the Simplex architec-
ture, which supports using simplicity to con-
trol complexity. The high-assurance and high-
performance systems run in parallel, but the
software stays separate. The HPC can use the
HAC’s outputs, but not vice versa. Normally,
the complex software controls the plant. The
decision logic ensures that the plant’s state un-
der the high-performance controller stays
within an HAC-established stability envelope.
Otherwise, the HAC takes control.

Certain real-time control applications
such as manufacturing systems are not safety
critical, but they still need a high degree of
availability, because downtime is very expen-
sive. In this type of application, the main con-
cern is application-software upgradability
and availability. For such non–safety-critical
applications, we can run Simplex architec-
ture middleware on top of standard indus-
trial hardware and real-time OSs. A number
of applications have used this technique, in-
cluding those performed in a semiconductor-
wafer-making facility.11

For educational purposes, I had my group
at the University of Illinois at Urbana-Cham-
paign develop a Web-based control lab—
the Telelab (www-drii.cs.uiuc.edu/download.
html)—which uses a physical inverted pendu-
lum that your software can control to explore

this article’s principles. Once you submit your
software through the Web, Telelab dynami-
cally replaces the existing control software
with your software and uses it to control the
inverted pendulum without stopping the nor-
mal control. Through streaming video, you
can watch how well your software improves
the control. You can also test this approach’s
reliability by embedding arbitrary application-
level bugs in your software. In this case, Tele-
lab will detect the deterioration of control per-
formance, switch off your software, take back
control, and keep the pendulum from falling
down. Also, it will restore the control software
in use prior to yours. Telelab demonstrates the
feasibility of building systems that manage up-
grades and self-repair.

Forward recovery using high-assurance 
controller and recovery region

In plant (or vehicle) operation, a set of
state constraints, called operation constraints,
represent the devices’ physical limitations and
the safety, environmental, and other opera-
tional requirements. We can represent the op-
eration constraints as a normalized polytope
(an n-dimensional figure whose faces are hy-
perplanes) in the system’s n-dimensional state
space. Figure 8 shows a two-dimensional ex-
ample. Each line on the boundary represents
a constraint. For example, the engine rotation
must be no greater than k rpm. The states in-
side the polytope are called admissible states,
because they obey the operational con-
straints. To limit the loss that a faulty con-
troller can cause, we must ensure that the sys-
tem states are always admissible. That means

1. we must be able to remove control from
a faulty control subsystem and give it to
the HAC subsystem before the system
state becomes inadmissible,

2. the HAC subsystem can control the sys-
tem after the switch, and

3. the system state’s future trajectory after
the switch will stay within the set of ad-
missible states and converge to the set-
point.

We cannot use the polytope’s boundary as
the switching rule, just as we cannot stop a
car without collision when it’s about to
touch a wall. Physical systems have inertia.

A subset of the admissible states that sat-
isfies the three conditions is called a recov-
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High-assurance-control
subsystem

High-performance-control
subsystem

Plant

Figure 7. The Simplex
architecture. The 
circle represents 
the switch that 
the decision logic 
controls.
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ery region. A Lyapunov function inside the
state constraint polytope represents the re-
covery region (that is, the recovery region is
a stability region inside the state constraint
polytope). Geometrically, a Lyapunov func-
tion defines an n-dimensional ellipsoid in
the n-dimensional system state space, as Fig-
ure 8 illustrates. An important property of a
Lyapunov function is that, if the system
state is in the ellipsoid associated with a
controller, it will stay there and converge to
the equilibrium position (setpoint) under
this controller. So, we can use the boundary
of the ellipsoid associated with the high-as-
surance controller as the switching rule.

A Lyapunov function is not unique for a
given system–controller combination. To
not unduly restrict the state space that high-
performance controllers can use, we must
find the largest ellipsoid in the polytope that
represents the operational constraints.
Mathematically, we can use the linear ma-
trix inequality method to find the largest el-
lipsoid in a polytope.9 Thus, we can use
Lyapunov theory and LMI tools to solve the
recovery region problem (to find the largest
ellipsoid, we downloaded the package that
Steven Boyd’s group at Stanford developed).
For example, given a dynamic system X• =
A–X + BKX, where X is the system state, A– is
the system matrix, and K represents a con-
troller. We can first choose K by using well-
understood robust controller designs; that
is, the system stability should be insensitive
to model uncertainty.

The system under this reliable controller
is X• = AX, where A = (A– + BK). Addition-
ally, ATQ + QA < 0 represents the stability
condition, where Q is the Lyapunov func-
tion. A normalized polytope represents the
operational constraints. We can find the
largest ellipsoid in the polytope by minimiz-
ing (log det Q–1) (det stands for determi-
nant),9 subject to the stability condition.
The resulting Q defines the largest normal-
ized ellipsoid XTQX = 1, the recovery re-
gion, in the polytope (see Figure 8).

In practice, we use a smaller ellipsoid—
for example, XTQX = 0.7, inside XTQX = 1.
The shortest distance between XTQX = 1
and XTQX = 0.7 is the margin reserved to
guard against model errors, actuator errors,
and measurement errors. During runtime,
the HPC subsystem normally controls the
plant. The decision logic checks the plant

state X every sampling period. If X is inside
the n-dimensional ellipsoid XTQX = c, 0 < c
< 1, it considers admissible the system the
high-performance controller controls. Oth-
erwise, the HAC subsystem takes over,
which ensures that plant operation never 
violates the operational constraints. The
software that implements the decision rule
“if (XTQX > c), switch to high-assurance
controller” is simple and easy to verify.

Once we ensure that the system states will
remain admissible, we can safely conduct
statistical performance evaluations of the
HPC subsystem in the plant. If the new
“high-performance” controller delivers poor
performance, we can replace it online. I would
point out that the high-assurance subsystem
also protects the plant against latent faults in
the high-performance control software that
tests and evaluations fail to catch.

Application notes
The development of the high-assurance

controller and its recovery region satisfies
forward recovery’s basic requirement: the
impact caused by incorrect actions must be
tolerable and recoverable. In certain applica-
tions such as chemical-process control, we
typically do not have a precise plant model.
In such applications, we might have to cod-
ify the recovery region experimentally.

When a controller generates faulty output,
the plant states will move away from the set-
point. It is important to choose a sufficiently
fast sampling rate so that we can detect errors
earlier. Will the simple controller unreason-
ably restrict the state space that the high-per-
formance controller can use? This turns out
to be a nonproblem in most applications. The
controllers’ design involves a trade-off be-
tween agility (control performance) and sta-
bility. Because the high-performance con-
troller often focuses on agility, its stability
envelope is naturally smaller than the stability
envelope of the safety controller that sacri-
fices performance for stability.
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● Safety-critical components require recertification after 
updates

● Most interface updates do not affect core safety
functionality

● Simplex Architecture (introduced by Sha et al.) uses
trusted controller to supervise untrusted controller

● Untrusted controller can be updated without affecting
dependability of system as a whole

● Prototypical implementation for axle counter

Interface Upgrades using the Simplex Architecture

Digital Railway Operation 



● Simplex for System Integration
○ Problem: Difficult to enforce non-functional

requirements on black-box object controller
implementation

○ Approach: Use white-box controller (e.g. 
generated from Eulynx specification) as trusted
controller to supervise black-box implementation

● Simplex for System Migration
○ Problem: No full system specification exists, safety

is shown via equivalence to old systems
○ Approach: After an update, existing system is kept

to supervise safety-critical behavior of updated
system

Further Applications of the Simplex Architecture

Digital Railway Operation 



• EULYNX

• ENISA report

• RailSecurity

• Paradigmenwechsel: von der GIuV zur permanenten Konsistensprüfung
…“Using Simplicity to Control Complexity“ (Lui Sha, IEEE Comp., 2001)

• Physical Security - Digitalization weakens systems

• NIS2 - European CyberSecurity act

Agenda
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Digitalization is open…
Many potential threat vectors can be derived
from publicly available infrastructure data…



Confidential information is
available online

Informationen zu GSM-R und zur Glasfaserinfrastruktur sind öffentlich. 

DB Netze versorgt nicht nur die Bahn-eigenen Tochterunternehmen mit Infrastruktur, 
sondern auch andere Eisenbahngesellschaften. 

■ Baufirmen und am Bahnbetrieb beteiligte Partner brauchen genaue Informationen. 

■ Das Infrastrukturregister, eine Online-Plattform mit interaktiver Kartenansicht, gestattet 
ausführliche Recherchen zum Schienennetz und seiner Ausstattung. 

Der Aufbau von GSM-R inklusive Rückfallkonzept bei Ausfällen wird ausführlich erklärt

■ weil das Mobilfunknetz von DB Netze an private Bahnbetreiber vermietet wird.

Digital Railway 
Operation 



Infrastructure register is
available online

Digital Railway 
Operation 



broadband.dbnetze.com
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Operation 



Attacks on Rail Infrastructure



GSM-R Outage in Northern 
Germany (08. October 2022)

Das Potenzial für Angriffe auf die Glasfaserleitungen der Bahn ist groß. 

■ Kabel verlegt die Bahn entlang der Trassen oft in Betonkabelkanälen mit Betondeckel. 

■ Ganz ohne Bagger und Spaten kann sich jeder Zugriff verschaffen. 

■ Saboteure die Kabel, an denen die norddeutsche GSM-R-Infrastruktur samt Backup hängt.

Die Reparatur gelang vergleichsweise schnell, nach knapp drei Stunden war die Leitung gespleißt.

Wichtige Infrastruktur hätte noch redundanter angebunden werden müssen

■ In der Planungsphase scheint Sabotage mit so viel Hintergrundwissen noch nicht das beherrschende Thema 
gewesen zu sein. 

■ Gegen andere Probleme wie Hochwasser, Brand und lokale Stromausfälle ist die Wahl der Standorte Herne 
und Berlin sehr geeignet. 

■ Fraglich ist auch, ob mehr Anbindungen pro Standort geholfen hätten: Wer so genau Bescheid weiß, welche 
Standorte er abschalten muss, schreckt auch vor drei oder fünf Kabeln nicht zurück.

Digital Railway 
Operation 



Kabelbrand Ostkreuz
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Kabelbrand Ostkreuz 
(22.02.2013)
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Innovative technologies are
prone to attacks…
Hydrogen filling station at NEB

Fence segment
temporarily removed

1826

4-digit 
key-code
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• EULYNX

• ENISA report

• RailSecurity

• Paradigmenwechsel: von der GIuV zur permanenten Konsistensprüfung
…“Using Simplicity to Control Complexity“ (Lui Sha, IEEE Comp., 2001)

• Physical Security - Digitalization weakens systems

• NIS2 - European CyberSecurity act

Agenda
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KRITIS-Dachgesetz regelt 
Verantwortlichkeiten



European NIS2 Directive
KRITIS-Dachgesetz (openkritis.de)

■ The updated NIS2 Directive, focuses on enhancing the resilience of critical
sectors across the EU by tightening cybersecurity requirements to ensure
the security and continuity of essential services in the face of escalating
digital threats.

■ The NIS2 Directive has a broadened scope to additional sectors and entities
vital to the EU's economy and society. Organisations are classified
according to factors such as size, sector and criticality. They fall into two
categories: essential and important entities.
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Resiliency in NIS2

Highly critical sectors in scope are: 

• Digital infrastructures (electronic communications, trust services, domain name services, top level
domain registries, cloud services, data centers, internet exchange points, content delivery networks);

• Energy (electricity, district heating, oil, gas and hydrogen);
• Transport (air, rail, water, road);

• Banking and Financial market infrastructures;
• Health (healthcare providers, EU reference labs, research and manufacturing of pharmaceuticals and 

medical devices);

• Drinking water and waste water;
• Public administrations;

• Space.

Digital Railway 
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Conclusion

• Digitalization is going to weaken CCS systems

• Need to cope with long system lifetime (…multiple decades)

• Certification processes need to be adapted

• Fail-stop vs fail-operational: trading off safety and availability

• Problem case: system update / construction / fallback states…

• Resiliency need to be considered separately

• Redundancy concept not working / applicable

• Insider knowledge among attackers

• Physiscal Security of digital CCS today of much bigger concern than CyberSecurity

Digital Railway 
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