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Cyber-Physical Cloud

Recent spread of cloud technologies in industrial domains

e Use of virtualization, VMs, containers

Application layer
0000 decision making
‘ 0000

hypervisors, orchestrators, ... 3D ‘/\/ %C'“mw“ e
... on cyber-physical systems fog
on-premise analytics
g)o i y Cyber-physical layer
e With differentiated requirements 5 S
Device layer
e Edge devices hosting different loads el

o real-time supervision and control
o predictive maintenance
o digital twins

motors controllers sensors  production machines pumps

e A multi-layered Mixed-Criticality System
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Similar trends in the factory AV

Programmable factory floor
Industry “softwarization”

Open Industry 4.0 Alliance | FOR{

Delivered solution reference architecture*

ooy ®  PLC Virtualization and Workload Consolidation

13 Apr, 2023 y M
4 COMMON -
CLOUD CENTRAL

— The complexity of automation systems is rising. There is an abundance of |oT and sensor systems for
monitoring, real-time reporting of KPIs, and predictive maintenance. Functionalities of Programmable
Logic Controllers (PLCs) are increasing, and often enough, business logic is executed on PLCs for
convenience instead of isolating it from control logic. There is a mix of systems, vendors, and system
integrators working together while trying to minimize cost and maximize productivity and efficiency.
SDA and FLECS are partnering to resolve this complexity through virtualization and clearly defined,

unified interfaces for manufacturers and machine builders.
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Flight Controls Displays
= Flight Management Navigation Computer
BN Inertial Reference System)| Mission Computer

Wa-21)

Radar
Sensor systems
FLIR
EO/OP

Weapons Control
Stores Management
Targeting Computer
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A peculiar case: the ITER fusion reactor

ITER real-time control and monitoring infrastructure

monitoring

sensor reading

distributed
control

communication

I ITER Servers

ITER Ap-plications ITER Tokamak
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Towards Integrated Systems

* Towards an integrated development model rather than a federated one

r  Why To Integrate?
Resource Utilization
System Scalability
Reliable Communication

— Main Challenges
Control I Applications Isolation & Consolidation
System Hardware/Software Heterogeneity
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How to isolate real-time workloads?™\

A plethora of approaches available

Guest OS vs Hypervisor
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M. Cinque et al., “Virtualizing Mixed-Criticality Systems: A Survey of Industrial Trends and Issues”
Future Generation Computer Systems, Volume 129, 2022
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Our vision

Real-Time

Containers containers

everywhere!

Cyber-physical layer

Assure isolation at edge/things
layer by running containers in
isolation
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Real-Time containers

° Key benefits

Same abstraction from the .
cloud to the edge and things £~

Application layer

® Integration with DevOps

® Integration with Orchestrators &

¢ Lightweight solution,
compared to VMs

® Fitthe Real-Time FaaS! model

Cyber-physical layer

thing

1) M. Cinque. Real-Time FaaS: serverless computing for Industry 4.0. Service Oriented Computing and Applications 17(2), 2023
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Challenges of real-time containers NZ S

1. How to achieve isolation with containers?
°* Need to go beyond OS-level virtualization

2. Ho to deal with heterogenous hardware?

3. How to orchestrate considering mixed-criticality?
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Recent studies focused on containers for real-time environments, with:
e RT-Linux: running containers on a PREEMPT _RT patched kernel with the
SCHED _DEADLINE policy for group scheduling (rt-cgroups), affinity, isolcpu, ...
e Dual-kernels: mapping containers on Xenomai or RTAI'
e Sandboxes: run as lightweight VMs (RunX, firecracker, gvisor, partitioned containers?, ...)
e [Baremetal: run on accelerators (e.g., Zephyr app on an RPU)

Challenge
Can we transparently map a container on all this different

“backends”, based on criticality requirements?

Hardware
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containers

backends

https://github.com/runphi

: Dual- Partitioned Baremetal
{ Container ______
ISOLATION ASSURANCE -

D. Ottaviano, M. Barletta, F. Boccola, Zero-Interference Containers: A Framework to Orchestrate
Mixed-Criticality Applications, DSN 2025
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Benefits of RunPhi

®* Transparency
® docker run works to run the same RT-POSIX container on Linux
or on Zephyr on a Cortex-R co-processor

®* Mixed-Criticality native

®* Redundancy with diversity for free

®* Seamless migration on different backends
® Diversified rolling upgrade
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N DESSERT

Challenges of real-time containers NZ S

2. How to deal with heterogenous hardware?
* How to extend isolation to MPSoCs?
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Still problems on MPSoCs!
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From Hypervisor to Omnivisor

Hypervisor Omnivisor

Microprocessors Microcontrollers . Programmable logic v Spatial |SO|ati0n
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D. Ottaviano, F. Ciarolo, R. Mancuso, M. Cinque. The Omnivisor: A real-time static partitioning hypervisor extension for
heterogeneous core virtualization over MPSoCs. ECRTS 2024
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Challenges of real-time containers

3. How to orchestrate considering mixed-criticality?

°  How to map containers on nodes
° Considering their criticality
° With bounded time
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Orchestration issues

* QOrchestrators map containers on nodes only
considering CPU/memory/storage requirements

Time for K8S to start a high-priority container while
¢ Th ey are nOt able to applying an increasing number of interfering requests
n n n n 12
prioritize service z L
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e
requests’ £y
g 6 |
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1. M. Barletta, M. Cinque, L. De Simone, S. Toscano. o) i l l
PREEMPT-K8S: Pod Prioritization for Mixed- 0 -
Criticality Edge-Cloud Services, DSD 2025 10 25 30 75
Stressload
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M. Barletta, M. Cinque, R. Della Corte, L. De Simone. Criticality-Aware Monitoring and Orchestration for Containerized
Industry 4.0 Environments. ACM Transactions on Embedded Computing Systems.. 2023
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PREEMPT-K8S

Time for K8s, K8s + FlowSchema (FS) + Priority Class

¢ A preem ptable (PC), and PREEMPT-K8S to start a high-priority container

while applying an increasing number of interfering requests

Kubernetes 14 |
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1. M. Barletta, M. Cinque, L. De Simone, S. Toscano. 10 25 50 75
PREEMPT-K8S: Pod Prioritization for Mixed- Stressload (resources/deployments)

Criticality Edge-Cloud Services, DSD 2025
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® Anacapri, Capri Island, Italy
Ca Pr'lc October 13-17, 2025
PhD School on https://capric-school.github.io/
Cyber-Physical Cloud




Thankyou! \\ Questions ?
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