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Overview

• Title of session: Security, Safety and Fault 

Tolerance of AI systems

• Two talks:

• On Fault Tolerance of AI Systems

➢ Long Wang, Tsinghua University, China

• Safe and Secure AI/ML-driven Autonomous Vehicles? Not 

anywhere near yet …

➢ Paulo Esteves-Veríssimo, RC3 (Resilient Computing and 

Cybersecurity Centre), CEMSE, KAUST, Saudi Arabia
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On Fault Tolerance of AI Systems

• The outline of the talk from Long

➢ Fault Tolerance (FT) in Classical Computing

➢ FT of AI Systems

• FT of AI Applications

• FT of AI-Hosting Systems

➢ Case Study: FT of AIGC Applications

• The main aim of the talk was to compare the fault tolerance strategies, fault 
and failure models for classical computing systems with those of AI 
applications and AI hosting systems

• The focus of Long’s talk was on fault tolerance against non-maliciously induced 
faults and failures
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Q&A on Long’s talk

• Good Q&A on the talk from Long

• Colleagues encouraged Long to expand the analysis to look 

at not only non-malicious but malicious faults and failure 

also. 

• The Fault-Error-Failure (FEF) model can still be used, and 

the extension done in the MAFTIA project for example can 

be applied (the Attack-Vulnerability-Intrusion Fault-Error-

Failure model):

➢  D21.pdf (ncl.ac.uk)
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http://maftia.cs.ncl.ac.uk/deliverables/D21.pdf


Safe and Secure AI/ML-driven Autonomous 

Vehicles? Not anywhere near yet …
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Q&A on Paulo’s talk 

• Good Q&A on the talk from Long

• Colleagues asked about whether some of the issues can be 

seen as perception failures rather than safety failures 

(though with the acknowledgment that the perception 

failures can lead to safety failures). 

• Concerns that the (parts of) the automotive industry are not 

treating the safety issues seriously enough – and the 

philosophy of “move fast and break things” should not be 

used in safety-critical environments (including automotive 

cars).

• Several comments regarding the reconciliation of uncertainty 

with predictability, and ensuring that this is an inherent 

design predicate.   
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Thank you! 

• Correction/editions/clarifications are welcome (from authors 

and audience). 
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