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Abstract—Continuously striving for cyberthreat awareness the pipeline goals are: (i) to select only the IT infrast
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Abstract. Open Source Intelligence (OSINT) has taken the interest
of cybersecurity practitioners due to its completeness and timeliness. In
particular, Twitter has proven to be a discussion hub regarding the latest
vulnerabilities and exploits. In this paper, we present a study compar-
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spared against cyberattacks, most organi- as a natural aggregator of multiple sources [5].

rity information and event management media platform offers a large and diverse pool of
eir infrastructures. These systems depend ;. ocqihilitv. timeliness. thus nroducing a larce
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The Question

* Given the success of LLM Chatbots, can we replace parts of this
pipeline (Classification and loC generation) by one of them?

e Why?
* Industry offers similar services (e.g., Microsoft copilot for Security)
* They are very popular, so why not include them in automation pipelines?
* Special-purpose models require updates and retraining

 There are similar research efforts for different tasks in other domains
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I Precise response

Chatbots “Failures” = ik espone

No response

* We ask, they answer. E.g.:

* “Is the sentence ‘threatmeter dos
microsoft internet explorer 9
mshtml cdisp node::insert sibling
node use-after-free ms13-0’
related to cybersecurity? Just
answer yes or no.”

Score

* Wrong answers are expected,
but the answer might not be
clear

Chatbot-Models
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Classification

Model Test Number  Parameters Precision  Recall F, score Execution Time
ChatGPT-3.5-turbo (16k context) [12] Test 1 175B 0.9570  0.9280  0.9431 11h 23m
ChatGPT-3.5-turbo (16k context) [12] Test 2 1758 < 0.9700 09200  0.9489 11h 23m >
ChatGPT-3.5-turbo (16k context) [12] Test 3 175B - - UECH -

ChatGPT-4 (8k context) [12] Test 1 17T 0.9580  0.9240  0.9410 11h 50m
ChatGPT-4 (8k context) [12] Test 2 1.7T 0.9500  0.9230  0.9403 11h 43m
ChatGPT-4 (8k context) [12] Test 3 1.7T - - UECH -
GPT4all [13] Test 1 13B 0.9490 0.8630  0.9049 132h 05m
GPT4all Test 2 13B 0.9490 0.8410  0.8927 132h 02m
GPT4all Test 3 13B 0.9470 0.8280 0.8844 136h 05m
Dolly 2.0 [14] Test 1 7B 0.8890  0.8000  0.8470 10h 38m
Dolly 2.0 Test 1 12B 0.9470 0.7900 0.86120 10h 16m
Dolly 2.0 Test 2 12B 0.9480 0.7910 0.8631 10h 00m
Dolly 2.0 Test 3 12B - - - LET
Dionisio et al. [41] Test 1 - 0.9570  0.9363  0.9470 00h 43m

* LET: Long Execution Time
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Named Entity Recognition

* The way the question is asked is very important. Our method:

* Find the name of organizations|product versions in the following sentence:
‘TWEET'. Give the shortest answer, and only use sentence segments in your
response.

* ChatGPT4 results:

Approach  Number of Questions Entity F, score Execution Time
ESP 11074 Organization 0.36 4h 02m
ESP 11074 Version 0.43 4h 23m
GLP 11074 All entities 0.10 3h 09m

State of the art
reports 0.94.
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Main Takeaways

* LLM chatbots can do classification very well

* They go slightly better than state-of-the-art deep learning models trained
specifically for the task

e Took more than 16x more time even running in better machines

* LLM chatbots cannot solve named entity recognition
* Results are quite far from state-of-the-art
* Also took a lot of time to process the queries

* This confirms what was observed in similar works for other domains



What’s next?

Random X accounts

Chan forums and Data
Other open spaces; collector
Dark Web forums.

New fault model:

- Misinformation

- Disinformation
* LLM-generated disinformation
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