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OSINT Processing Pipeline
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Support Vector 
Machines;
Convolution Neural 
Networks.

Stream clustering 
based on k-means 
algorithm

Deep Neural 
Networks for Named 
Entity Recognition



The Question

• Given the success of LLM Chatbots, can we replace parts of this 
pipeline (Classification and IoC generation) by one of them?

• Why?
• Industry offers similar services (e.g., Microsoft copilot for Security)
• They are very popular, so why not include them in automation pipelines?
• Special-purpose models require updates and retraining

• There are similar research efforts for different tasks in other domains
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Experiments

• Evaluated Chatbots
• Commercial: ChatGPT
• Open source: GPT4all, Dolly, Stanford Alpaca, 

Alpaca-LoRA, Falcon, and Vicuna

• Dataset: 38281 annotated tweets
• Followed prompt engineering best practices
• Different tests: ordered, shuttled, and 

isolated questions
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Fig. A1: GLP NER approach: employing a ChatGPT-4 guideline prompt template

Table B1
Samples from the 31281 tweet entries in the dataset

timestamp keywords original tweet pre-processed tweet relevance entities

2018-07-24
01:00:46+00:00

oracle RT Oracle: Learn to use
and understand #Oracle’s
Internet Intelligence Map
https://t.co/l06Nyf1FFF
Dyn
https://t.co/uzozFKwm97

rt oracle learn to use and
understand oracle s internet
intelligence map dyn

0 -

2016-12-09
19:19:38+00:00

internet explorer threatmeter: [dos] -
Microsoft Internet Explorer
9 MSHTML - CDisp
Node::Insert Sibling Node
Use-After-Free (MS13-0...
https://t.co/gLvEwpDL9v

threatmeter dos microsoft
internet explorer 9 mshtml
cdisp node::insert sibling
node use-after-free ms13-0

1 O O B-ORG
B-PRO
I-PRO
B-VER O O
O O O
B-VUL B-ID

Appendix A.

The template for the guideline prompt used in the ChatGPT GLP NER approach is shown in Fig A1.

Appendix B.

As described in Section 4.1, for each collected tweet a dataset entry is generated, including timestamp, keywords, original
tweet, pre-processed tweet, cybersecurity relevance binary label, and sequence of named entities in the pre-processed tweet.
Table B1 presents two examples of dataset entries. In the relevance column, ‘1’ denotes an entry considered relevant for
cybersecurity, a ‘0’ means otherwise. The last column shows the tags used to label the di�erent NER entities.

Appendix C.

The confusion matrices are provided the test and model combinations considered, excluding the 7B parameter models in
Table 1 which achieved the worse results in the respective group. The rows in the matrices correspond to the actual expected
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In the context of ChatGPT-3.5-turbo and ChatGPT-4, the
max_tokens parameter constrains the length of the responses
generated by the model. This is achieved by establishing a
predetermined upper limit for the number of tokens that can
be words or characters within the generated output. Using
more extended responses in ChatGPT-4 can increase token
consumption, potentially increasing the usage costs. After
some initial experimentation with prompts with extreme
lengths, the value 70 was assigned to max_tokens in the
experimental tests. It is worth noting that the chosen token
length of 15 for the open-source chatbots applies exclusively
to the generated answers. By contrast, the selected token
length of 70 for ChatGPT models encompasses questions
and answers.

The careful utilization of the N_predict and max_tokens

parameters is of utmost importance, as a low setting may lead
to truncation of the response, potentially producing incom-
plete or nonsensical answers. Balancing the desired response
length with the need for completeness and coherence is a
crucial factor to consider.

6. Experimental results

In this section, we present the results of the empirical
assessment of chatbots’ thorough evaluations of their ca-
pabilities across multiple dimensions. First, we discuss the
evaluation of binary classification, focusing on how chatbots
classify user inputs proficiently. Next, we present the evalua-
tion of NER tasks by examining the e�ectiveness of chatbots
in identifying and classifying entities present within user
inputs. The collective findings from these experiments o�er
comprehensive insights into chatbots’ operational strengths
and potential areas for improvement.

It is essential to highlight that we ultimately elaborate
on the common and default parameters shared by all open-
source chatbot models. In most of these models, the maxi-
mum size of the context window3 and its default value are
set to 512. An exception is the Dolly model, which has
a maximum context window size of 1024. However, the
commercial ChatGPT model exhibits variability across its
final versions, each with a distinct context window size.
For instance, ChatGPT-4 is available in two versions with
window sizes of 8k and 32k, whereas ChatGPT-3.5-turbo
is available in 4k and 16k versions. In our experiments,
we utilized a server equipped with multiple GPU units,
including an NVIDIA A30 GPU (memory capacity: 24,576
MiB) and an NVIDIA RTX A6000 GPU (memory capacity:
49,140 MiB), with 264 GB of RAM.

6.1. Binary classification
We present the results obtained from chatbots, focusing on
two critical dimensions: quality and performance.
Quality and performance. In terms of quality, di�erent
categories are shown in di�erent colors. The presence of red
in Fig. 1 highlights a noteworthy observation regarding the

3Upper limit for the range of tokens considered to provide an answer.

Fig. 1: Comparison of Chatbot model response modes -Test 1

unanswered questions. Precise responses are visually repre-
sented by the green bars on the chart, e�ectively indicating
the successful accomplishment of the intended goal. The or-
ange bars in the diagram represent acceptable answers with
minor imperfections, showing chatbots’ capacity to o�er re-
sponses that were contextually in line with the desired result,
albeit with slight deviations. The Vicuna model encountered
significant challenges in answering 17420 questions despite
our e�orts to use iteration loops to generate answers. To
address these unanswered questions, we included them in the
loop until the model could respond. However, a considerable
number of questions have become trapped in an infinite loop
and remain unanswered. This problem is unique to the Vi-
cuna chatbot model, with no other models showing it. Fig. 1
demonstrates that ChatGPT and Stanford Alpaca produced
consistent responses, with all 31281 questions beginning
with either "yes" or "no". By contrast, the GPT4all model
achieved a slightly lower rate, with 98.80% of its responses
starting with either yes or no. In the Dolly and Falcon
models, the rates are 97.32% and 94.10%, respectively. The
GPT4all model delivered conceptual yes or no responses to
378 questions, accounting for 1.2%, whereas Dolly produced
responses for 839 questions, constituting 2.68%. Interest-
ingly, however, neither of these models explicitly used the
words yes or no in these conceptual answers. For example,
the conceptual answers were: it is related to cybersecurity,
or the sentence is not related to cybersecurity.

In terms of performance, we explain the results of the
tests conducted on chatbot models. Table 1 provides an
overview of the tests conducted for each chatbot and its
version. Moreover, we recorded the execution time of the
models’ responses for all the questions. It includes details
regarding the number of parameters on which the model was
trained, achieved F1 score, precision, recall, and execution

Chatbots “Failures”

• We ask, they answer. E.g.:
• “Is the sentence ‘threatmeter dos 

microsoft internet explorer 9 
mshtml cdisp node::insert sibling 
node use-after-free ms13-0’ 
related to cybersecurity? Just 
answer yes or no.”

• Wrong answers are expected, 
but the answer might not be 
clear
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Classification
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Table 1
Accuracy of chatbot models for cybersecurity binary classification

Model Test Number Parameters Precision Recall F1 score Execution Time

ChatGPT-3.5-turbo (16k context) [12] Test 1 175B 0.9570 0.9280 0.9431 11h 23m

ChatGPT-3.5-turbo (16k context) [12] Test 2 175B 0.9700 0.9200 0.9489 11h 23m

ChatGPT-3.5-turbo (16k context) [12] Test 3 175B - - UECH -

ChatGPT-4 (8k context) [12] Test 1 1.7T 0.9580 0.9240 0.9410 11h 50m

ChatGPT-4 (8k context) [12] Test 2 1.7T 0.9590 0.9230 0.9403 11h 43m

ChatGPT-4 (8k context) [12] Test 3 1.7T - - UECH -

GPT4all [13] Test 1 13B 0.9490 0.8630 0.9049 132h 05m

GPT4all Test 2 13B 0.9490 0.8410 0.8927 132h 02m

GPT4all Test 3 13B 0.9470 0.8280 0.8844 136h 05m

Dolly 2.0 [14] Test 1 7B 0.8890 0.8000 0.8470 10h 38m

Dolly 2.0 Test 1 12B 0.9470 0.7900 0.86120 10h 16m

Dolly 2.0 Test 2 12B 0.9480 0.7910 0.8631 10h 00m

Dolly 2.0 Test 3 12B - - - LET

Falcon [17] Test 1 7B 0.8120 0.8500 0.8304 16h 02m

Falcon Test 1 40B 0.8980 0.8200 0.8511 54h 03m

Falcon Test 2 40B 0.8990 0.8080 0.8502 54h 55m

Falcon Test 3 40B 0.8990 0.7880 0.8330 71h 10m

Alpaca-LoRA [16] Test 1 65B 0.8980 0.7940 0.8477 10h 12m

Alpaca-LoRA Test 2 65B 0.8990 0.8000 0.8451 10h 44m

Alpaca-LoRA Test 3 65B 0.8980 0.7610 0.8241 11h 20m

Stanford Alpaca [15] Test 1 7B 0.2260 0.5000 0.3112 13h 03m

Stanford Alpaca Test 1 13B 0.3240 0.6000 0.4209 13h 21m

Stanford Alpaca Test 1 30B 0.6980 0.6050 0.6415 15h 48m

Stanford Alpaca Test 2 30B 0.6990 0.5920 0.6401 15h 04m

Stanford Alpaca Test 3 30B 0.6990 0.5810 0.6395 16h 18m

Vicuna [18] Test 1 13B 0.4390 0.3100 0.3611 11h 23m

Dionisio et al. [41] Test 1 - 0.9570 0.9363 0.9470 00h 43m

* LET: Long Execution Time * UECH : Uncertainty of Erasing Conversation History

time for each model. F1 score for these chatbot models,
when evaluated on the selected dataset, provides a measure
of how accurately the model predicts labels compared to
the true labels. A high F1 score indicates that the model is
correctly predicting the positive and negative labels, while a
low score suggests that the model is struggling to accurately
classify the data. The confusion matrices corresponding to
each model are provided in Appendix C. By analyzing the
F1 score values in Test 1, we can assess the e�ectiveness of
the models in accurately responding to the given questions.
Based on the results presented in Table 1, it is evident that
the GPT4all achieved the highest accuracy among the open-
source models, as indicated by its F1 score of 0.90. The
Dolly model has an accuracy of 0.86, Falcon of 0.85, Alpaca-
LoRA of 0.84, and the Stanford Alpaca model has a score

of 0.64. Although GPT4all achieved higher accuracy among
open-source chatbots, it is noteworthy that the commercial
ChatGPT models (GPT-4 and GPT-3.5-turbo) achieved an
F1 score of 0.94. ChatGPT-3.5-turbo with a 16k window
context size achieves the same F1 score as ChatGPT-4 with
an 8k context window size. These results highlight the better
accuracy of the GPT4all and ChatGPT models, emphasizing
their e�ectiveness for this particular task.

Based on the shu�ed dataset test, the GPT4all model
achieved an F1 score of 0.89%, whereas the Dolly model
attained an F1 score of 0.86%. This indicates a slight de-
crease in accuracy of approximately 1% for the GPT4all
model compared with the first test, which can be considered
insignificant. It is essential to mention that shu�ing the
prompt does not a�ect the accuracy of the ChatGPT, Falcon,
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Named Entity Recognition

• The way the question is asked is very important. Our method:
• Find the name of organizations|product versions in the following sentence: 

‘TWEET’. Give the shortest answer, and only use sentence segments in your 
response.

• ChatGPT4 results:
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State of the art
reports 0.94.



Main Takeaways

• LLM chatbots can do classification very well
• They go slightly better than state-of-the-art deep learning models trained 

specifically for the task
• Took more than 16x more time even running in better machines 

• LLM chatbots cannot solve named entity recognition 
• Results are quite far from state-of-the-art
• Also took a lot of time to process the queries

• This confirms what was observed in similar works for other domains
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What’s next?
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Random X accounts
Chan forums and 

Other open spaces;
Dark Web forums.

New fault model:
- Misinformation
- Disinformation

* LLM-generated disinformation



Questions?
• Alysson Bessani

• anbessani@fc.ul.pt
• www.di.fc.ul.pt/~bessani
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