‘S‘l | S(F)oungsHU niveréity \ i:i S R C

IFIP WG Meeting

DeepVoice

A Practical Approacnh

Souhwan Jung
2024.06.30




# QUIZ : Which of the three is an Al-generated voice?
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How is a DeepVoice generated?

= DeepVoice (Audio Deepfake) : Deeplearning + Voice
- The creation of a DeepVoice is archived by using Al-powered TTS & VC technology

- DeepVoice technology now enables the generation of deepfake audio in seconds
- OpenAl Voice Engine requires only 15-seconds target voice sample for generating voice clones

TTS(Text-to-Speech)
ITTusion

= Convert any text into target voice * Tortois-TTS
- Two main technologies : Autoregressive Diffusion Decoder
' - Focuses on creating diverse, natural-sounding voices
= TEXT TO SPEECH (TTS
Target speaker|D T [ |
noutiext Text Acoustic Waveform Spoofed = Transformer-TTS
P analysis modeling generation speech - Parallel processing
N N Using Attention technology to learn array relationships
f . | | - ]
Iml [l I ... Mel-spectra, FO, . % GAN
Mary laughed | — ‘Many' — o M ——
— (S (VP(N Mary) g "?‘gf‘f‘-;’ [ « GAN-TTS
(Vlaughed))) ; - Uses two competing networks to generate realistic

synthetic speech.

Source: Andreas Nautsch, Xin Wang, Nicholas Evans, Tomi Kinnunen, Ville Vestman, Massimiliano Todisco, Héctor Delgado, Md Sahidullah, Junichi Yamagishi, Kong Aik Lee, "ASVspoof 2019: spoofing countermeasures for the detection of synthesized, converted and replayed speech," in
IEFE 2N21




Fraud Cases using DeepVoice

" Recent fraud case using deepfake

2031 ¥ STATEMENT FROM BIDEN CAMPAIGN

"Spreading disinformation to suppress
voting and deliberately undermine free and
fair elections will not stand, and fighting

back against any attempt to undermine our
democracy will continue to be a top priority .
for this campaign.”

5 - HE;Y Y'ALL, KILA
- IBEABLINES ™ d by state legislator ktla.com Metal thieves target Los Angeles cemetery 'K 62° 4:14P
DeepVoice Robocaller Fake Information/News
. Someone Using President Biden's voice = Someone created a fake advertisement
Hsing using Taylor Swift's image and voice
= Says "your vote makes a difference in .
= This fake ad led to payments and caused

November, not this Tuesday” narm o the fans




How can we

Solve these Problems?




Approach 1 : Regulation of Watermarking on DeepFake

= Policies for regulating deepfakes in various countries

Korea UK

Deepfake Al Regulation
Election Ban White Paper

USA

Biden
Executive Order

= |T Companies' Response to Generative Al Content

NAVER Blocking Harmful Deepfakes in Real-time Using Al Filtering Technology 'GreenEye'

00 Metq Plans to Identify Al-generated Content on Instagram and Facebook

@ OpenAI Inserting Invisible Watermarks in Images Created by the Al Image Generator 'DALL-E' n




Approach 2 : DeepVoice Detection Technology

» Framework for DeepVoice Detection

=  General Framework

The diagram shows a process for detecting deepvoice
- Handcrafted Feature-based Models, DNN-based Models, End-to-End Models

Spectrogram
Audio / Cepstral DNN Classifier
Coefficients
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Our works for DeepVoice Detection(1)

= BTS-E (Breathing-Talking-Silence Encoder)

- TTS focuses on linguistics content Silence classifier ] Segmentation Encoding Vector

E F; o oEEESSSSSSsessRERRRRERESY A '
. . Y [ ' Breathing classifier —» W Co
- While training, all non-speech segments are : H’ I | i “'lll .{ng—] E@E] :
' Speech classifier z € R :
removed ! Frame-level features N
- No biological signal in the synthesized speech \:,'LIZIIZIZ IZIZIIIIIZZIIIIIII:IIIIIIZ:iﬁZIZIZ:ZIIIIIIIZZIZIZIIZ:IIIIZIIIZIZ::
waveform .||'.|| ||||. " —— Synthetic Speech
; ositional Correlation Enco Ing ’ Detection Phase '
. . Audio Sample nxh .
- Apply VAD to encode the positional of breathing, P ; lBr €R ;
talking and silence signal at frame-level ChaT Eison - | Bonafide |
! | baseline system ® nse —

Source: T. -P. Doan, L. Nguyen-Vu, S. Jung and K. Hong, "BTS-E: Audio Deepfake Detection Using Breathing-Talking-Silence Encoder," ICASSP 2023



Our works for DeepVoice Detection(2)

= Frequency cutoff technique for robust CM against Adversarial Attacks

- Extract the subband only (remove high/low frequencies)

since full bandwidth audio has noise

- Train these with adversarial model (surrogate model) to
add generated data to the dataset

- Train the detections system with this dataset

» The model trained on subband is much more
robust against adversarial attacks (up to 56%
reduction in EER)

1.1 Original Dataset

frequency cutoff

2.3 Surrogate Model

1.2 Modified Dataset

1.3 Adversarial Dataset

[l |r——>

Audio waveform

2.1 LPS Extraction

2.2 Backend Model

2. Countermeasure system

Source: L. Nguyen-Vu, T. -P. Doan, M. Bui, K. Hong and S. Jung, "On the Defense of Spoofing Countermeasures Against Adversarial Attacks," in

IEEE Access, vol. 11, pp. 94563-94574, 2023

/(/ bona fide

\AX spoof




Our works for DeepVoice Detection(3)

= Balance, Multiple Augmentation, and Copy-synthesis Method

Utilize Supervised Contrastive Learning, but in a better training strategy, which proactively set the number of

samples in each training mini-batch as follows:

(1) Balances samples between real/fake

(2) Utilizes multiple augmentation methods

(3) Copy-synthesis to generate fake samples

Source: Thien-Phuc Doan, Long Nguyen-Vu, Kihun Hong, Souhwan Jung, "Balance, Multiple Augmentation, and Re-synthesis: A Triad Training Strategyfor Enhanced Audio Deepfake Detection," in Interspeech 2024, accepted




Our works for DeepVoice Detection(3)
"  Why it's better?

Deepfake Dataset is unbalanced

0 1 So keep it balance for every training mini-batch improve the
optimization progress Table 5: Comparison of our best system with SOTA models in
ASVSpoof 2021 DF track. The result is shown in EER (%).
Methods EER
[22] Wav2Vec + lightDART 7.86
Using Multi-augmentation methods to improve [23] Wav2Vec + FeedForward (FF) + Atn.Pool 4.98
o 2 [24] Wav2Vec + biLSTM 4.75
the model generalization [25] Wav2Vec + ViT-based + FF 3.18
[21] Wav2Vec + AASIST 2.84
[7] Wav2Vec + Conformer 2.58

ours SCL conf-3 (Wav2Vec + Linear layers) | 217 I

Copy-synthesis

0 3 To generate more hard negative samples, which have the
same linguistic content to real sample but have Al artifact,
useful to find better decision boundary.

Source: Thien-Phuc Doan, Long Nguyen-Vu, Kihun Hong, Souhwan Jung, "Balance, Multiple Augmentation, and Re-synthesis: A Triad Training Strategyfor Enhanced Audio Deepfake Detection," in Interspeech 2024, accepted




Challenges to DeepVoice Detection

3 Core Challenges

£

Data
Generalization & Partially Adversarial

Model = Attack
Robustness




Practical DeepVoice Detection Systems

® Our DeepVoice Detection System

[Web-Based Detection System] [Smartphone-Based real-time Detection] [PC-Based real-time Detection]

AISRC - Audio Deepfake Detection System

Model Version:
E_202401 v

Upload inspecting sample

.
DEEPFAKE VOICE GENERATOR

| DIGITAL FORENSIC EXPERT: "I DON'T THINK IT N
Audio File Name Fake (%) TAKES A LONG TIME TO LOOK AT THE RISKS" l =5
- . <o §Wo o
> 0:00/019 = 4) Fake %A wav E;ZUBZ;T [ fab fatch what happens nes
‘ GEOMFILMS
A.l. VOICE
> 000/020 = 4) Real_7.wav £.202401
o | Donald Trump Joe Biden Interview Al Voice
x|+ 8 M #donaldtrump C{&7|
= Supervised Contrastive Learning (SCL) = Efficient Lightweight Model = Optimized Lightweight Model
= Breathing-Talking-Silence Encoding (BTS-E) = Real-time Monitoring = Continuous Real-Time Analysis
= User-Friendly Interface = Enhance Voice Activity Detection(VAD) = Interactive Graphical Display

= Alert Notifications




Video Clip of DeepVoice Detection Systems




Take-Away

You could be a victim anytime by your deepvoice in the near future.

Two approaches to respond to these threats :
Regulation(watermaking) and Technology(detection system)

Government regulations are already going on.

Urgent to develop a robust detection system

Still many challenges to robust detection system in real-time environment




Thank Youl!

Any questions can be directed to my email
souhwanj@ssu.ac.kr




