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AV Research Overview

Risk 
mitigation

[ML4AD 21*]
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monitoring
[DSN 2022]
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Is Autonomous Driving Safe Enough? [DSN 2018]
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• AVs 15-4000x worse than humans
• Failures equally attributed to hardware/software, 

environment and ML for Waymo
DSN 2018



How Do We Make Autonomous Driving Safer?

Why did the 
rear car brake?



How Do We Make Autonomous Driving Safer?

Attention required increases with the increase in 
uncertainty of another actor’s behavior
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Ensuring Safety – Traditional Methods
§ By avoiding collision trajectories

• Time to collision
• Intel Responsibility Sensitive Safety (RSS)
• Nvidia Safety Force Field (SFF)

§ Does not proactively reduce risk
• Often too late to avoid accident

§ By learning from data
• Reinforcement learning 
• Imitation learning 
• Adaptation to out-of-training-distribution 

§ Depends on training data quality
• Cannot handle rare driving scenarios

What if 𝑦!, 𝑦", 𝑦# 
are all unsafe?

Suddenly 
accelerates

RIP agent (Filos et. al.) crashes under an OOD scenario in CARLA simulation
RSS/SFF cannot avoid accident!
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Ensuring Safety with Inter-actor Interactions
§ By prioritizing detection and prediction accuracy for 

more influential actors (to planning)
• Planner Objective Sensitivity (Ivanovic et al. 2022)
• Planner KL-Divergence (Philion et al. 2020)

• By explicitly calculate “actor-actor interactivity” scores
• Actor Interactivity Score (Tolstaya et al. 2021)

What if the 
conditional 

predictions are 
inaccurate?

Sensitive to 
the accuracy 
of 𝑝$ -- the 

neural 
planner
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Counter Example Illustration

• Interaction between actors did not change
• 𝐷!" >> 0 



AD Safety & Risk Assessment

1. Actively ensure “backup plans” 
(aka “escape routes”) 

2. Handle uncertainty

Research Question: 
How do we design risk metric that 

embeds these intuitions!

Human intuitions 

risk
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Analytical, no learning needed!

Motivated from Barlow & Proschan work [1975]



Risk Assessment in Action

Argoverse (Chang et al. 2019) Real-world Dataset CARLA Simulator with High-risk Scenarios  
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Our Solution: Risk-aware Safety Blanket
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Perception Planning

AV software stack

Localization

World Model

HD Maps

Driving commands

Risk analysis

Safety blanket

InterventionsMitigate risk
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Proactive Reduce Risk for Mitigating Accidents
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Ours
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Proactively avoids trajectories of no return by reducing risk!



Results

Significant reduction in accidents

Agent Ghost cut-in Lead cut-in Lead slowdown

LBC + Ours 267 3 15

LBC 519 170 118

Agent Ghost cut-in Lead cut-in Lead slowdown

RIP + Ours 65 265 129

RIP 478 671 440

# collisions in 1000 scenarios per typology (lower is better)
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§ Defining risk metric that captures escape path

§ Future work
• Scenario mining and assessment 
• Adversarial attack in high-risk scenarios
• Integration with the planners

Conclusion and Future Work

Driving Scenario(s)

Risk analysis

Target scenes 
and actors

BFI: Smart Fault 
Injection (DSN 2019)

RoboTack: Smart 
Malware (DSN 2020)

What faults to inject 
into the AV system?

What, when, and how to 
activate an attack vector?

offline

online
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IBM in Autonomous Vehicle
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