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Motivation

Video released of Uber self-driving crash
that killed woman in Arizona

* Trustworthy; assured; safe

New footage of the crash that killed Elaine Herzberg raises fresh
questions about why the self-driving car did not stop

* Autonomous CPS

Assured Perception and Control of Autonomous Systems Using Formal Verification
of Neural Networks, Yasser Shoukry, 85th IPIF WG 10.4 Meeting, 2024



Formal Verification Challenge

* High engineering cost
* State-space explosion
* Robustness of NNs



Formal Verification in ML & CPS

* Closed-Loop Verification with NNV
» Safety properties

 Safety Verification of Closed-Loop Autonomous Systems with
Reachability

* Monitoring: Runtime Verification

« Safe if intersection of overapproximation of reachable states with
unsafe states is empt oundness)
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Overapproximation of
Reachable States

A trace for closed-loop systemtypically a solution {trajectory) x(t) of an ordinary differential equation
(ODE) x = f(x,u) or generalization thereof (hybrid automata, differential inclusion, etc.)

Neural Network Verification in Autonomous Cyber-Physical Systems (CPS), Taylor Johnson, 85th IPIF WG 10.4 Meeting, 2024



Formal Verification in ML

Given a NN M: R" » R™ & an input set X € R", the output Input set: X' = {x € R’ | llxlle < 1}
reachable setof MisY={y |y = M(x),Vx € X} € R™ Specification:
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M: simple feedforward NN with 3 inputs, <~ =)
2 outputs, 7 hidden layers of 7 neurons .z 8
each, ReLU activations; M: R? - R?
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Scalability Challenge:
for ReLU activations,
this problem is NP-
complete
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Intuition: number of
polytopes may grow
exponentially in
number of ReLUs due

M(X

=10
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Output reachable set Y = M (X):union of 1250 8000 randomly generated outputs (evaluating
polytopes, shown in different colors M on points, e.g., M(x) for 8000 points x € X)

e Can verify MNIST, VGG19, ...
e Still long way to go

Neural Network Verification in Autonomous Cyber-Physical Systems (CPS), Taylor Johnson, 85th IPIF WG 10.4 Meeting, 2024



Assured NN-Based Perception & Control

* Design-for-Verifiability
* Verify “easier” ReLU-NN architectures
* Verify NNs with “easier” activation units

| Design—for—\/er“iﬂability

Formal Pmpe rty Lp l | Model Checker ]—PNN =X

Verify “easier” ReLU-NN
architectures
(NN structure/semantics)

Two-Level Lattice (TLL) NNs are
verifiable in polynomial time*

(* in the number of neurons)

Verify NNs with “easier”
activation units (use nice properties
of other nonlinear functions)

Bernstein Polynomials enjoy several “nice”
pmpertles (enclosure of range and subdivision)

ol(x) = 2 C b”“'(x) x € [Lu]l,

Verify “structured” properties " " n ()
(use NN structure/semantics) b @ = (w—1Iy

e L (x— Mu—x)pt

FastBATLLNNN: Fast Box-like
Deep Bern Nets = Precise Bound Propagation

constraints of TLL NNs
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Precise Bound Propagation,” AAAI 2024, Degres Degree Degree Degres

Assured Perception and Control of Autonomous Systems Using Formal Verification

of Neural Networks, Yasser Shoukry, 85th IPIF WG 10.4 Meeting, 2024




Assured NN-Based Perception & Control

* Design-for-Verifiability
* Verify “easier” ReLU-NN architectures
* Verify NNs with “easier” activation units

Assured NN-based Perception

Case |:ldeal Image - Can we design certified
(&) = GGM (&) “object detectors”?
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* Assured NN-Based Perception [ <t bk

 train NNs with provable guarantees - /
Geometry-based

Generative Model

Estimated
position,
angles &

Image

Position,
angles &

Assured Perception and Control of Autonomous Systems Using Formal Verification
of Neural Networks, Yasser Shoukry, 85th IPIF WG 10.4 Meeting, 2024



Assured NN-Based Perception & Control

* Design-for-Verifiability Assured Meta Learning for LTL Tasks
* Verify “easier” ReLU-NN architectures

o Verify NNs with “easier” activation units Train a finite library of NNs offline to satisfy infinitely many tasks at runtime

Training datafr:eward function Ta:sk
v v
Neurosymbolic Symbolic Task = {workspace, obstacles,
Training Compaosition o
. (Offine phase) (Execution phase) LTL mission, model error}
* Assured NN-Based Perception s I ;o nown during training

Controllers Network

* train NNs with provable guarantees

e Assured NN-Based Control
* Assured meta learning

Composition of NNs is provably correct

Individual NNs are provably correct
e Construct finite MDP
® NIN-Weight-Projection Training

Assured Perception and Control of Autonomous Systems Using Formal Verification
of Neural Networks, Yasser Shoukry, 85th IPIF WG 10.4 Meeting, 2024



