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Overview 

•  Introductions 

•  Context and challenge 

•  Overall approach 
•  Some elements 

•  Discussion and conclusions 



© ADELARD 2013 

Background 

•  Practitioner and researcher 
•  Adelard LLP 
•  CSR City University London 

•  Adelard 
•  Specialised consultancy, PhD entry level 
•  Policy to technical 
•  Large infrastructure to components 
•  Advice and assessment, even if unwelcome 
•  Working on security and safety 

–  Transport systems  
–  Awareness course for safety engineers and managers  
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Security risk assessment: between snake oil and science? 

•  If we are to shape decisions about critical infrastructure we 
need to make comparative  judgements of  risk and uncertainty. 
We need to assess the risks from technology that has not yet 
been implemented, of systems that don't yet exist, operated by 
turbulent organisations in a threat environment that is unknown 
or unknowable. 

•  Particularly interested in large scale systems with societal risks 
•  Methodology development 
•  Risk assessment 
•  Research informed practice and vice versa 
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Conclusion 

•  Risk assessment/prediction provides many useful outputs  
•  an estimate of the risk is .. not/only one…  of them 
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Safety and security 

•  Safety – concerns the damage 
the system can do to the 
environment 

•  Security – the damage the 
environment (in a broad 
sense) does to the system 

 

 If it’s not secure, it’s not safe 
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Context - risk assessment and policy 

•  EEIG UK  Infrastructure Plan 

•  UK National Risk Assessment 

•  Risks within ERTMS specification and deployment 

•  Research into security informed safety (Sesamo) 
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National Infrastructure Plan 

Slide 8 

National Infrastructure Plan 2011

November 2011

Infrastructure UK
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UK National Risk Register 
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1.12 The National Risk Register illustrates the kinds
of contingency which primarily drive planning by
government and the emergency services and for
which organisations, individuals, families and
communities can reasonably plan if they want to do
so. The selection excludes some risks that are
classified for reasons of national security and specific
illustrative examples of risks where there are cases
outstanding in the courts which may be prejudiced. 

1.13 The UK has been described as one of the
pioneers in coordinated risk management for
emergencies, because of the systematic way in
which we assess the risks and use these assessments
to help planning.

Chapter One: Introduction

Figure 1: An illustration of the high consequence risks facing the United Kingdom
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National Risk Register  

•  National Risk Register illustrates the kinds of contingency which 
primarily drive planning  
•  by government and the emergency services and for which 

organisations, individuals, families and communities 
•  the selection excludes some risks that are classified for 

reasons of national security  

•  Risks are relative – they aim to compare the likelihood and 
impact of events with each other;  
•  only look at risks of emergencies in the UK 

•  Risks to the country as a whole, and so do not take into account 
local conditions which may be different to the national picture;  

•  Focus is major emergencies under the Civil Contingencies Act.  
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“Carrot” diagram 
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ERTMS SYSTEM ARCHITECTURE
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ERTMS AND LEGACY SYSTEMS
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ERTMS CONCEPTUAL ARCHITECTURE
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Common Safety Method
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Common Safety Method (CSM) For Railways

•  EC Regulation 352/2009 sets out a Common Safety Method on 
risk assessment and evaluation for the mainline railway 

•  The CSM describes a risk management framework that uses 
using one or more of the following risk acceptance principles:
• application of codes of practice
• comparison with similar systems (reference systems)
• explicit risk estimation 

•  The process is iterative and ends when the proposer is satisfied 
that for each hazard there is compliance with the safety 
requirements and measures identified, and that overall the risk 
is controlled as far as is reasonably practicable

Slide 17
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Initial analysis of impact of security 

•  What impact does security 
have on the safety case? 

•  Some observations: 
•  Supply chain integrity 
•  Malicious events post deployment 
•  Design changes to address user 

interactions, training, 
configuration, vulnerabilities 

•   Additional functional 
requirements - security controls 

•  Possible exploitation of the 
device/service to attack itself or 
others 

•  Evidence of effectiveness of 
controls hard to find 
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World of Mandiant, Snowden 

Slide 19 

http://leaksource.wordpress.com/2013/12/30/nsas-ant-division-catalog-
of-exploits-for-nearly-every-major-software-hardware-firmware/ 

http://intelreport.mandiant.com/ 
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And … 
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Tofino Security | Abterra Technologies | ScadaHacker.com  White Paper: How Stuxnet Spreads 

February 22, 2011  9 

 
Figure 4: The Hypothetical ICS Network Architecture 

x The yellow “Manufacturing Operations Network” zone hosts the SIMATIC IT 
servers, which exchange information between the control system, the ERP system, and 
other important applications on the Enterprise Control Network. 

x The brown “Perimeter Network” zone hosts servers that manage equipment in the 
control system, and servers that provide information to end users on the Enterprise 
Control Network.  This is a common location for servers responsible for providing software 
patches and updates, including Windows security updates and anti-virus updates.  Many of 
the servers within this zone provide information to end users via web servers and web 
services.  People sometimes refer to this zone as a “demilitarized zone” or DMZ. 

x The green security zone hosts two networks: the green “Process Control Network” and 
the blue “Control System Network.” The Process Control Network hosts the 24x7 plant 
operators on their Human Machine Interface (HMI) workstations, and is also connected to 
the WinCC/PCS 7 control system servers. The Control System Network is connected to a 
number of Programmable Logic Controllers (PLCs) and is also connected to the 
WinCC/PCS 7 control system servers. 

In a large facility, there are frequently multiple “green” zones, one for each control center or 
operating area. For example, a large chemical plant may have as many as twenty or thirty operating 
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Polish teen derails tram after hacking train network (Jan 2008) 

•  “A Polish teenager allegedly turned the tram system in the city of 
Lodz into his own personal train set, triggering chaos and derailing 
four vehicles […] 

•  The 14-year-old modified a TV remote control so that it could be 
used to change track points […] 

•  Twelve people were injured in one of the incidents: 
•  “It was lucky nobody was killed. Four trams were derailed, and 

others had to make emergency stops that left passengers hurt. 
He clearly did not think about the consequences of his actions” 

•  The youth, described by his teachers as an electronics buff and 
exemplary student, faces charges of endangering public safety” 

http://www.theregister.co.uk/2008/01/11/tram_hack/
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Signaling and entertainment 

Slide 22 

2013 Chaos Club https://youtube.googleapis.com/v/2-kFllWpCGg
%26source=uds 

http://scadastrangelove.blogspot.it/search/label/Releases 
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http://www.shodanhq.com/ 
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Mechanisms degrade - life time of cryptographic hashes 

“The code monkey’s guide to cryptographic hashes for content-based addressing” 
http://valerieaurora.org/monkey.html

Slide 24 
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Gsm security – a timeline 

1987 – A5/1 cipher developed, details kept secret 
1994 – General design of A5/1 leaked, first attacks published 
1999 – A5/1 completely reverse engineered 
2000 – 130 million customers rely on A5/1 for confidentiality 
2003 – Serious weaknesses identified in A5/1 
2004 – J. Quirke, “Security in the GSM System”, AusMobile 
2005 – GSM accounts for 75% of the worldwide cellular market 
2006 – “Instant Ciphertext-only Cryptanalysis of GSM Encryption” 
2009 – A5/1 Cracking project launched (July), succeeded (Dec)  
2009 – “Practical complexities underestimated”, GSM Association 
2010 – “Breaking GSM Security with a $15 phone”, CCC 2010 
2012 – “GSM-R is a robust and secure system”, Network Rail 
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Messages 

•  Security degrades with time 
•  Attack tools improve 

•  Attack focus changes with time 

•  Wide variation in attack sophistication  

Slide 26 
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The nature of the systems 

•  Socio-technical-political 

•  Multi-owner 

•  Multi-scale 

•  Complex 

•  Adaptive 

•  Evolve 

•  Long-lived 

Slide 27 
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Power laws and fat tails 

Manuscript title 3 

 
Fig.4 Distribution of areas of landslides triggered by the Jan. 17, 
1994 Northridge earthquake, California, USA. The straight line 
in log-log scale qualifies a power law distribution with 
exponent µ ≈2/3. Reproduced from Turcotte [5]. 
 
 
 
 

 
Fig.5 Distribution areas of forest fires and wildfires in the 
United States and Australia. (A) 4284 fires on U.S. Fish and 
Wildlife Service Lands (1986-1995); (B) 120 fires in the 
western United States (1150-1960); (C) 164 fires in Alaskan 
boreal forests (1990-1991); (D) 298 fires in the ACT 
(1926-1991). The straight line in log-log scale qualifies a power 
law distribution with exponent µ ≈0.3-0.5. Reproduced from 
Malamud et al. [6]. 

 
 

 
Fig.6 The number density N(M) of rain events versus the event 
size M (open circles) on a double logarithmic scale. Events are 
collected in bins of exponentially increasing widths. The 
horizontal position of a data point corresponds to the geometric 
mean of the beginning and the end of a bin. The vertical 
position is the number of events in that bin divided by the bin 
size. To facilitate comparison, the number of events are 
rescaled to annual values by dividing by the fraction of a whole 
year during which the data were collected. The straight line in 
log-log scale qualifies a power law distribution with exponent µ 
≈0.4. Reproduced from Peters and Christensen [7]. 

 
 
 
2.2. Power law distributions in social systems 
 
 

 
Fig.7 Survival distribution of positive (continuous line) and 
negative daily returns (dotted line) of the Dow Jones Industrial 
Average index over the time interval from May 27, 1896 to 
May 31, 2000, which represents a sample size of n=28 415 data 
points. The straight part in the tail in this log-log scale qualifies 
a power law distribution with exponent µ≈3. Reproduced from 
Malevergne et al. [8]. 
 Visually power laws but see critiques  
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Importance of resilience 

•  Type 1: Resilience to design basis threats. This could be expressed in the usual terms of 
availability, robustness, etc. It could be bounded by credible worst case scenario. 

•  Type 2: Resilience to beyond design basis threats. This might be split into those known 
threats that are considered incredible or ignored for some reason and other threats that are 
unknowns. 

• Attacks on intangibles - these are also societal assets, not just CIP 

• Does addressing Type 2 help with Type 1? 
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Railway system analysis 

Tofino Security | Abterra Technologies | ScadaHacker.com  White Paper: How Stuxnet Spreads 

February 22, 2011  9 

 
Figure 4: The Hypothetical ICS Network Architecture 

x The yellow “Manufacturing Operations Network” zone hosts the SIMATIC IT 
servers, which exchange information between the control system, the ERP system, and 
other important applications on the Enterprise Control Network. 

x The brown “Perimeter Network” zone hosts servers that manage equipment in the 
control system, and servers that provide information to end users on the Enterprise 
Control Network.  This is a common location for servers responsible for providing software 
patches and updates, including Windows security updates and anti-virus updates.  Many of 
the servers within this zone provide information to end users via web servers and web 
services.  People sometimes refer to this zone as a “demilitarized zone” or DMZ. 

x The green security zone hosts two networks: the green “Process Control Network” and 
the blue “Control System Network.” The Process Control Network hosts the 24x7 plant 
operators on their Human Machine Interface (HMI) workstations, and is also connected to 
the WinCC/PCS 7 control system servers. The Control System Network is connected to a 
number of Programmable Logic Controllers (PLCs) and is also connected to the 
WinCC/PCS 7 control system servers. 

In a large facility, there are frequently multiple “green” zones, one for each control center or 
operating area. For example, a large chemical plant may have as many as twenty or thirty operating 
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Layered analysis 

•  M0 Policy and requirements – the highest level structure where 
the represents the abstract security, safety, resilience policy 

•  M1 Abstract implementation – the abstract implementation or 
specification level with connectivity details abstracted 

•  M2 Abstract network with detailed topology 

•  M3 Implementation detail 

•  Iterative, phased approach 

Slide 31 



© ADELARD 2013 

Slide 32 

Overall N step process – “the 39 steps” 

•  The “39 steps” should include 
•  Definition of impact level 
•  Abstraction and layering of the system and assurance 
•  Scenarios 
•  Factorisation of claims 
•  Uncertainty in structure 
•  Address evolution and adaptation 
•  Monotonic arguments 
•  Identify signals 

–  Precursors and indicators 
•  Points of influence 
•  Embrace openness 
•  Risk communication 

–  Explaining level of understanding 
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Scenarios 

•  Role of imagination 

•  Compounding risks 

•  Exposing implicit values and assumptions 

•  Explore design basis threats and events 

•  Narrative, interviews, incidents, field work 

•  Analysts 

•  Technical knowledge and creative insights 

Slide 33 
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Attack Scenarios 

•  Structured analysis of each attack scenario: 
•  What is the attack scenario? 
•  How is the attack performed? 
•  What vulnerabilities does the attack exploit? 
•  Where can the attack be launched from? 
•  What are the possible mitigations? 

•  Grading of attack scenarios (Red, Yellow, Green): 
•  Level of access 
•  Degree of technical sophistication 
•  Scale and impact of attack 
•  Difficulty of mitigation 
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Focus – high consequence 

•  Safety means system designed to be fail-stop  
•  But do not equate with fail-safe 

•  High casualty 
•  Collision, high end capability attacke 
•  Compounded e.g. chlorine tanker in city 

•  High profile 
•  Targeted individual 

•  Slow recovery 
•  Of railway attack 
•  Other incidents compounded 

•  Availability, integrity rather than confidentiality 
•  Except for learning, Royal trains, nuclear waste 
•  Attacks on confidence 
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Overall N step process – “the 39 steps” 

•  The “39 steps” to include 
•  Definition of impact level 
•  Abstraction and layering of the system and assurance 
•  Scenarios 
•  Factorisation of claims 
•  Uncertainty in structure 
•  Address evolution and adaptation 
•  Monotonic arguments 
•  Identify signals 

–  Precursors and indicators 
•  Points of influence 
•  Embrace openness 
•  Risk communication 

–  Explaining level of understanding 
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Factorisation 

•  P(Consequence) = P(Consequence | attack) P(attack) 

•  Capabilities 
•  Categorise attacks by capabilities 
•  Leaves likelihood of threat  for others to assess 
•  Does not “hard-wire” into analyses 

•  Push assumptions into left hand side 
•  P(Consequence | attack, assumptions…)  

•  Output becomes more conditional 
•  But might clash with wish to compare risk 
•  Sensitivity studies on threat assumptions across different 

types of risks 
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Overall N step process – “the 39 steps” 

•  The “39 steps” to include 
•  Definition of impact level 
•  Abstraction and layering of the system and assurance 
•  Scenarios 
•  Factorisation of claims 
•  Uncertainty in structure 
•  Address evolution and adaptation 
•  Monotonic arguments 
•  Identify signals 

–  Precursors and indicators 
•  Points of influence 
•  Embrace openness 
•  Risk communication 

–  Explaining level of understanding 
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The myth of air gaps 

•  Mr. MCGURK In our experience, 
in conducting hundreds of 
vulnerability assessments in the 
private sector, in no case have we 
ever found the operations 
network, the SCADA sys- tem or 
energy management system 
separated from the Enterprise 
network. On average, we see 11 
direct connections between those 
networks and in some extreme 
cases, we have identified up to 
250 connections between the 
actual producing network and the 
enterprise environment.  
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Address uncertainty in structure 

•  Connectivity 
•  Well known small world results 
•  Industrial software examples 
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Critical infrastructure interdependencies 

!
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Layered analysis 

•  Levels of abstraction: 

•  M0 Policy and requirements – the highest level structure where 
the represents the abstract security, safety, resilience policy 

•  M1 Abstract implementation – the abstract implementation 
level with connectivity details abstracted 

•  M2 Abstract network with connectivity 

•  M3 Implementation 

Slide 42 
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Analysis at different abstraction levels 

Slide 43 

Uncertainty in structure Approach Output/benefits 

M0 Policy and requirements 
– the highest level structure 
where the represents the 
abstract security, safety, 
resilience policy 

Overall statements about 
uncertainty; caution in claims 

Shaping expectation and system 
design; design basis threats; ; 
defence in depth princples 

M1 Abstract implementation 
– the abstract 
implementation level with 
connectivity details 
abstracted 

Increased impact of failures, 
distribution of size of events via 
general laws 

More realistic estimate of loss 
and attack surface 

M2 Abstract network with 
connectivity Network based probabilistic 

models, topological analysis 
Sensitivity of design, identification 
of critical components, 
identification of responsibilities 
and dependencies 

M3 Implementation in detail As above with more detail; results 
of actual PEN tests 

Operational risk 

Procedures and mitigations 
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Overall N step process – “the 39 steps” 

•  The “39 steps” to include 
•  Definition of impact level 
•  Scenarios 
•  Factorisation of claims 
•  Uncertainty in structure 
•  Address evolution and adaptation 
•  Monotonic arguments 
•  Identify signals 

–  Precursors and indicators 
•  Points of influence 
•  Abstraction and layering of the system and assurance 
•  Embrace openness 
•  Risk communication 

–  Explaining level of understanding 

•  Iterative, phased approach 
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Embrace openness - design for open assurance 

•  What should be exposed  
•  Principles of openness 

–  Democratisation of assurance 
–  Open Government 

•  Balance of risks approach 
–  Technocratic 

•  Inevitable 
•  Forced openness 
•  Threat assumptions 

•  How to act on results 
•  Wisdom of clouds vs tyranny of the many 
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Some outputs from risk assessment 

•  Fundamental responsibility 
•  Understand and communicate hazards and their mitigation 

•  Understanding of the types of risks 
•  Discuss values and tolerability 

•  Analysis and discussion of design and risk trade-offs 
•  or a basis for this 

•  Principles for network design 
•  Good and bad things, critical issues 

•  Assurance options and focus 
•  Structural uncertainties and impact, openness 

•  Signals to monitor adaptation and change 

•  An estimate of the risk 
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Discussion 

•  Risk assessment provides many useful outputs  
•  an estimate of the risk is not/only one of them 

•  Fundamental responsibility 
•  Understand hazards and their mitigation 
•  Communicate the nature of risks and resilience 
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SESAMO project"

Security and Safety Modelling 
for embedded systems 
14 companies and 6 research institutes 
in Europe and the U.S. 

http://sesamo-project.eu/ 

Objectives include: 
•  joint reasoning about safety and security properties, 

conflicts and synergies 
•  a model-based methodology and solutions for addressing 

safety and security within an integrated process, supported 
by an effective tool chain 

•  validation in use cases in multiple industrial domains (e.g. 
aerospace, energy management, automotive, metropolitan 
rail and mobile medical)  
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