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1 Introduction

The increasing dependency of our society on computer systems becomes obvious when critical
systems fail to provide some important functions thereby endangering human lives or leading to
severe economic losses. It is therefore necessary to develop methods which help to ensure that
failures of computer systems which have disastrous consequences are avoided to the highest
extent possible. This is true regardless if the failure was caused accidentally or deliberately.

The development and operation of dependable computing systems calls for the combined use of a
set of processes, methods and techniques during the different life cycle phases of the system in
order to fulfil the objectives of the project. Besides the traditional development processes which
cover the classical development steps: Requirements Elicitation and Specification, Design,
Realisation and Integration, additional processes are also defined in order to:

•  plan and co-ordinate the activities carried out within each life cycle process, and

•  ensure the correctness, the control and the confidence of the life cycle processes and their
outputs.

Assessment of all these processes is necessary to reach a sufficient confidence on the system
ability to fulfil its objectives. Several international industry and government accepted practices
and standards relating to dependability have been proposed over the past years and some others
are under development. But most of them are specific to an industrial sector (e.g. railway
transportation) and specific to one aspect of dependability, namely safety or security. Yet, in most
cases, Dependability Objectives encompass several other attributes such as availability or
maintainability. The assessment criteria developed in the SQUALE project aim to cover all
dependability attributes and all industrial sectors.

These criteria do not define a new life cycle or system development model. The purpose of the
criteria is the definition of investigation, proofing and assessment activities, within any life cycle
and system environment, that are necessary to gain confidence that the system meets its
Dependability Objectives.

It is not the intention of these criteria to define a totally new approach incompatible with existing
criteria from the safety or security sector. Within the SQUALE project an analysis of existing
safety and security standards was performed to identify the existing approaches and their
relevance for this harmonisation work. An analysis of the correspondences between the most
relevant standards and the SQUALE criteria is given in this document.

1 . 1  General Requirements for the Dependability Assessment
Criteria

The criteria defined in this document require a set of activities that need to be performed for each
dependable system. These activities are:

•  A Preliminary Hazard Analysis has to be performed for all parts of the system. All identified
hazards shall be described together with their potential impact on the system or the
environment.
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•  The hazards identified in the analysis shall be rated for their criticality. The assumptions
made on the system as well as on the environment during the rating process shall be clearly
described.

•  Dependability Objectives shall be derived describing the overall dependability goals that the
system has to achieve. These objectives shall completely address all hazards rated as
unacceptable.

•  Those Dependability Objectives as well as the results from the hazard analysis and rating
process shall be used to define the specific dependability requirements for all parts of the
system. These requirements shall cover all dependability attributes and are summarised in a
dependability profile. This dependability profile has impacts on the development, operation,
maintenance and decommissioning of the system as well as on the assessment activities.

•  Confidence providing activities have to be performed to achieve confidence that the system
meets its Dependability Objectives. The individual confidence providing activities depend on
the level of confidence needed for a specific part of the system as well as on the
Dependability Objectives that this part of the system contributes to.

•  Assessment activities have to be defined that allow to continuously monitor whether the
objectives are achieved. Continuous monitoring is necessary, since:

-  the assumptions made in the hazard analysis and hazard rating process may be
incomplete or wrong

- changes in the environment may result in additional hazards or may affect the rating of
an already identified hazard

- changes to the system itself may result in additional hazards or may affect the rating of
an already identified hazard. Those changes may also affect the dependability
requirements for specific parts of the system and can therefore lead to the need to
adjust the dependability profile required for those parts of the system.

The criteria try to define a general framework as well as the individual assessment activities
needed to address all the activities and aspects mentioned in the list above.

1.2 Object Status

This document is the fourth version of a working draft that presents the SQUALE dependability
assessment Criteria and Framework. Trial evaluations have been performed according to the
second version, and lessons have been learned from these experiments to improve the flexibility,
the clarity and the structure of the criteria, resulting in the third version. The latter has been
discussed during the open final SQUALE Workshop organised in Toulouse on November 21st-
22nd and distributed to several standardisation bodies and working groups as well as to key
players in the dependable systems sector. This fourth draft incorporates some improvements
resulting from those discussions.
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2 Scope and Objectives

This chapter describes:

•  the purpose of these criteria,

•  the structure of the document,

•  the intended users of the document,

•  the main existing standards from Safety and Security and how they influenced the work,

•  why an assessment framework for dependability is needed.

2.1 Purpose of the Document

This document covers the assessment and certification aspects of dependable systems containing
Information Technology (IT) components. Such assessment activities have been defined in the
past in several standards and guidelines but they either focus on security or safety aspects solely.
The intention of this document is to provide a framework for the assessment of dependable IT
systems that cover both safety and security aspects besides other dependability attributes. In
addition individual activities for this assessment process are identified and described. Some of
those activities depend on the overall scope and functionality of the system to be assessed and are
marked appropriately.

2.2 Structure of the Document

This document contains the following chapters:

Chapter 3 defines the general framework for the activities that are necessary to develop
dependable systems by identifying the roles which contribute to dependability, and by relating
those activities to the steps of a general development process and to a generic life cycle model.
Furthermore this chapter defines the structure and content of a Dependability Target document,
that serves as the basic plan for the assessment of a critical system. Such a document has to be
prepared for each system that is to be assessed using the criteria defined in this document.
Although this seems to be a new document not defined in any other standard, its content is
composed of results from activities that are well defined and accepted for safety or security
related systems.

Chapter 4 is the main part of this document and defines the individual assessment criteria and
confidence providing activities. These activities are structured as:

•  Dependability Requirement Validation activities

•  Correctness Verification activities

•  Dependability Validation activities and

•  Process Quality activities
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Dependability Requirement Validation activities are performed to check if the dependability
requirements and the Dependability Policy have been derived correctly and cover all aspects of
the overall Dependability Objectives.

Correctness Verification covers all aspects related to the assessment of correct refinement
between different levels of abstraction in the system design as well as all aspects related to the
assessment that all directly verifiable requirements have been implemented.

Dependability Validation covers all additional aspects to Correctness Verification that assess, if a
system, as implemented, is compliant with the overall objectives. This looks especially for side-
effects of the system implementation, which do not violate the system specification but could
lead to failure situations.

Process Quality activities cover all aspects related to the construction / operation / maintenance /
decommissioning process(es). They insure that well-defined and appropriate processes are in
place and applied over the whole system life cycle.

Chapter 5 shows how the framework and the criteria defined in this document map to some well
know standards within the safety and security sector. It is intended to show the mapping to the
following standards:

•  ITSEC

•  IEC 1508

•  IEC 880

•  EN 50128

•  ETR 367

•  RTCA DO 178B

Mappings to additional standards, already existing or future, should be possible and may be
derived in a similar way as the mappings defined in this chapter.

Annexe A defines the dependability concepts used in the overall assessment framework as well
as in the specific criteria. Annexe B gives a glossary, and Annexe C presents a bibliography.

2.3 Intended Audience

This document is primarily aimed at persons responsible for the assessment and certification of
dependable IT-systems or such systems with IT-components. It provides those persons with a
framework for their tasks and describes assessment activities. The document is also aimed at
developers of dependable systems and those persons responsible for operation / maintenance of
dependable systems. They can use this document as a guideline to pass a dependability
assessment successfully.

This document shall also serve as a basis to develop more detailed sector specific standards. For
the development of those standards, the framework described in this document can be taken as a
starting point. A sector specific standard will normally only need a subset of the dependability
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attributes defined in the general framework and therefore also need only a subset of the
assessment activities (usually with some prescribed methods).

2.4 Background

The framework and criteria in this document were derived after the analysis of a wide range of
standards and other material from the safety as well as the security sector. It was then decided to
take one standard from each sector as a basis for the development:

•  the draft IEC 1508 standard, which is intended to set out a generic approach for all Safety
Lifecycle activities for electrical/electronic/programmable electronic systems;

•  the ITSEC standard, which provides the basis for the Security Evaluation of IT-systems and
products throughout Europe and several other countries.

The authors had the opinion that both standards in general cover their specific sector with a
sufficient level of completeness but they agreed that both standards have specific weaknesses that
should be addressed by these criteria.

Inputs from several additional standards have been taken for the definition of the individual
activities within the criteria as well as to address those aspects which, in the opinions of the
authors, were not covered or not adequately covered by the two reference standards.

Since the terminology in the safety and security sector are different due to the different
development of both sectors, it was necessary to define a harmonised terminology first which is
then used throughout this document. This terminology is defined in Annexe A of this document.

2.5 Applicability

This document is intended to be applied for the assessment and certification of systems that are
critical for safety or security, or that have high requirements on availability, reliability or
maintainability. All phases of the lifecycle of a dependable system are taken into account. The
assessment criteria are intended for the assessment of hard- and software components within
systems, but the interfaces to other parts of the system as well as to organisational, personnel and
infrastructure measures are also taken into account.
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3 Dependability Assessment and Construction Framework

3.1 General Principles

The Dependability Assessment Framework and the Dependability Construction Framework show
which investigations are necessary to produce a dependable system and which proofs are required
so that the system can be assessed.

3.2 Dependability Assessment Framework

3.2.1 Introduction

This chapter presents a general model applied during the assessment of a dependable system. The
general model defines the roles and the responsibilities of the parties involved in the
dependability assessment process, and describes the main assessment tasks.

The general model does not impose a fixed scheme, however it includes requirements that any
scheme should comply with.

3.2.2 Roles

Developer

Sponsor Assessor

Dependability target

Deliverables

Assessment reports

Dependability targetDependability target

DeliverablesDeliverables

Assessment reports Assessment reports

Figure 1: Roles of the parties participating in the assessment

The following parties are directly involved in the dependability assessment:

•  the sponsor,

•  the developer,

•  the assessor.
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Sponsor

The sponsor of a dependability assessment is the organisation requesting and funding the
assessment. It will usually be the vendor of a product, or the user or the supplier of a system, or a
certification authority.

The sponsor is responsible for:

•  establishing the necessary agreements for the assessment,

•  preparing and supplying the Dependability Target,

•  assuring that the assessor is provided with the deliverables and support requested for the
assessment.

Developer

The developer represents the organisation that produces the system to be assessed. It includes all
the company departments involved in the assessment process. The main department playing a
role in the assessment process is the development team but other departments, in particular the
quality team, work in co-ordination with the development team. The development team develops
his system in conformance with the quality team recommendations and the quality team gives
some guidance to the development team about the development process. Verification and
validation activities are also included in the developerÕs activities.

The responsibilities of the developer are:

•  developing the system,

•  supporting the Dependability Target preparation,

•  supporting the assessment,

•  providing deliverables requested for the assessment,

•  developing, providing and maintaining the assessment deliverables

 Assessor

The assessor is the one responsible of the assessment of the system. The Criteria require that the
assessor shall be independent from the sponsor and the developer. Independence means the
absence of any kind of pressure (be it financial, organisational, etc.) that might prevent him from
doing an objective assessment.

 The responsibilities of the assessor include:

•  receiving the assessment evidence,

•  requesting and receiving assessment support,

•  performing if necessary an assessment feasibility study,

•  supplying assessment verdicts with justification.

The assessment reports and the deliverables will be described later in Section 3.2.3.2.
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3.2.3 The Dependability Assessment Process

3.2.3.1 Phases of the dependability assessment process

The assessment process can be decomposed into three main phases:

•  preparation phase which initiates the assessment,

•  conduct phase in which the assessment is performed,

•  conclusion phase in which the assessment results are delivered.

 Preparation

 The preparation phase includes the initial contact between the sponsor and the assessor. The
sponsor supplies the assessor with the Dependability Target. The assessor performs a feasibility
study to assess likelihood of a successful assessment, requesting relevant information
(deliverables) from the other parties involved in the assessment. The sponsor or the developer
contributes to this study by supplying the assessor with deliverables. This set of deliverables
defines the inputs and outputs of the confidence providing processes which are described later in
Section 3.3.3. The feasibility study will confirm that the sponsor and the developer are well
prepared for the conduct of the assessment, and it will involve, as a minimum, a review of the
Dependability Target.

 When a successful assessment seems to be feasible, the assessor shall prepare an Assessment
Workplan (AW) agreed by all the parties and containing the list of required assessment
deliverables, their delivery schedule and the assessorÕs actions.

 Depending on the scope of the system to be assessed the assessment must be considered as every
other project, so other assessment tasks shall be defined during the preparation phase to address if
adequate:

•  liaison with development team,

•  liaison with accreditation and or certification authority,

•  tailoring of criteria lifecycle and deliverables to system lifecycle,

•  quality assurance,

•  assessment project management,

•  assessment planning,

•  management of critical information.

An agreement is usually concluded between the sponsor and the assessor during this stage to
define the dependability assessment framework.

Conduct

The conduct phase is the main activity of the assessment process. During this stage, the assessor
reviews the assessment deliverables given by the sponsor (or directly by the developer) and
performs adequate checks to get a sufficient level of confidence that all the requirements of the
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criteria for the corresponding confidence level have been met. The assessorÕs activities are to
examine the results of the providing activities performed by the developer and/or to perform
complementary confidence providing activities in order to verify the evidence provided by the
sponsor. All problems found during this phase are discussed and resolved by the relevant parties.
These problems and the sponsor or the developer proposals for their resolution are described in
problem reports by the assessor. If no resolution can be agreed, the sponsor may wish to give up
the assessment or accept potential limitations in the assessment report.

The assessor prepares an Assessment Technical Report (ATR) recording the overall verdict and
the justification for the verdict.

Conclusion

In the conclusion phase, the assessor delivers the ATR as the final output of the assessment to the
sponsor. Since the ATR includes sensitive or proprietary information, it is not a public domain
document and it may be expurgated before it is given to the sponsor who may not have access to
developer proprietary data.

3.2.3.2 Main assessment tasks and links

Figure 2 illustrates the division of assessment tasks between the developer, the sponsor and the
assessor of a system.

Deliverables

Deliverables as used in the Criteria are all kind of information that must be delivered or made
available to assessors for the purpose of their assessment1. These deliverables may be
configuration items of hardware, software, firmware, procedures or technical documentation
generated during system lifecycle or describing products used to build and maintain the system. .
Deliverables may include evidence of former certificates for some system components,
organisation processes (quality process, development security), production processes (mounting
procedure or assembly equipment), testing processes (specific laboratory accreditation, assembly
verification), justification of personal skills required for specific work (certified welder), etc..
Special attention should be paid by assessor in requiring deliverables documenting processes
used to construct, operate, maintain, and dismantling the system, but also in requiring some sets
of construction documentation (including specific studies) of the overall system in order to verify
assumptions, to validate separation of dependability related functions, to validate hazards
generated by the system through dependability related functions interfaces, and those that may be
introduced by the way of the construction processes themselves (design, realisation, mounting,
assembly, etc..).

                                                  

1 A different set of deliverables is usually agreed upon between developer and the client ordering the development.
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Figure 2: Assessment Activities Organisation

Deliverables provide the interface between a developer or a sponsor and an assessor and is the
key to define the developer/assessor or sponsor/assessor work split. The developer produces the
target system, the developer and the sponsor produce deliverables, and the assessor uses these
deliverables to produce verdicts, which are contributions to the establishment of confidence.

Criteria define a dependable construction framework including a generic system construction
lifecycle and confidence providing processes. This framework suggests a list of deliverables to be
produced at each level of assessment in conformance to the assessment activities. However,
probably the developer will have an existing documentation or will use a development cycle that
will produce an associated documentation. In that case, the assessor is responsible to appreciate
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the difference between what it is requested by the assessment and the contents of the internal
documentation.

The full set of deliverables needed for the assessment shall be defined by the assessor. The initial
set of deliverables defined on the Dependability Target basis produced during the preparation
phase shall be improved corresponding to the system decomposition and according to the
components confidence level. This process shall be reviewed during the assessment conduct
phase.

Planning

Assessment depends on the timely supply of deliverables to the assessors. Failure to provide
timely, complete, consistent and correct deliverables is likely to result in an assessment being
temporarily suspended or incurring extra costs.

The following issues should be considered when planning an assessment:

•  preparation of deliverables,

•  time for problem resolution,

•  technical and logistical support to the assessment team,

•  access to previous assessment results for the assessment team,

•  access to the development site by the assessment team,

•  access to the system in its operational environment,

•  test requirements,

•  time allowance for the assessment team to prepare the Assessment Technical Report,

•  concurrent or consecutive assessment.

 An assessment might be performed after development of the system has been completed, which
is called a consecutive assessment, or in parallel with the development of the system, which is
called a concurrent assessment. The main difference between concurrent and consecutive
assessments is the availability of the deliverables. In a consecutive assessment all deliverables
required by the Criteria are normally available right from the start of the assessment. In a
concurrent assessment the deliverables will be as the development progresses. Concurrent
assessments provide the opportunity for the developer to react rapidly to problems discovered.
The difference between the two types of assessment affects the organisation of an assessment, i.e.
the Assessment Workplan. In the concurrent assessment both the order and the timescale of the
assessment activities are oriented towards the delivery of the deliverables. Testing cannot be
performed before appropriate parts of the system are available, so the potential consequences of
delays and iterations need to be considered.

 Assessment Workplan

 During the assessment preparation phase, the assessor shall establish an Assessment Workplan.
The assessor records in this document a list of assessment deliverables and their delivery
schedule which are constructed from the plan production of deliverables produced by the sponsor
or the developer.
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 Further to documentation given by the sponsor or the developer, the assessor describes in the
Assessment Workplan which actions have to be performed for each stage of the system lifecycle.
The plan will identify the assessment activities for all four confidence providing processes
detailed in Section 3.3.3 and define the most appropriate assessment methods and tools.

 Problem Report

 While performing assessment work, errors may be discovered, in which case a problem report
shall be raised. These problems shall be treated specifically to identify consequences to the
assessment. The assessors shall notify the developer or the sponsor of any problems found during
the assessment, and the developer or the sponsor shall provide proposals for resolution and the
timescales for such. If it is not possible to resolve a problem, the assessors shall determine the
impact to the assessment and how it will be affected, so then the sponsor may:

•  abandon the assessment,

•  continue the assessment while accepting the problem and its implications,

•  reschedule the assessment and, if adequate modify the Dependability Target.

 Assessment Technical Report

 In order to repeat, reproduce and re-use the assessment results, the assessor must write an
Assessment Technical Report. This report shall contain the conclusions of the feasibility study,
the Assessment Workplan, all verdicts, their justifications and any findings derived from the
assessment work. ATR is given to the sponsor and it may be read by others assessors charged
with performing re-assessment.

 Meetings

 During the assessment a number of meetings shall be arranged with the sponsor and/or the
developer in order to discuss the progress, problems and plans. These meetings are:

•  Start-up meeting,

•  Progress meetings,

•  Closedown meeting.

3.3 Dependable System Development

3.3.1 Overview

This section describes the dependability construction framework that will be the subject of the
dependability assessment and presents the processes to be performed during the dependability
assessment. This description does not prescribe a process according to which a dependable
system must be constructed but only details those aspects that such a process must have
according to the Criteria and that will be assessed.
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The dependability construction framework can be applied at different levels of design. For each
level, it takes as an input a corresponding system description to refine dependability needs at a
lower level. These needs will be detailed recursively more and more in parallel with the system.

The dependability construction starts from a description of the system and of its environment. On
this basis, threats and hazards to be considered are listed as the result of a preliminary hazard
analysis. They are what the system has to protect against and what the system has to protect, they
constitute the needs in terms of dependability. Then, the Dependability Objectives for the system
have to be established which specify, in a general way, how to handle these hazards and threats.
The Dependability Policy specifies high level measures that meet Dependability Objectives. The
measures of the Dependability Policy are then put in concrete terms by specifying functions
which then are projected on the system breakdown structure to allocate them on system
components. Then, possible Targets of Dependability Assessment (TDAs) are identified (see
Section 3.6.1).

The whole process is conducted again for each component, which is a TDA.

In order that confidence can be gained in the ability of the system to satisfy its Dependability
Objectives and Requirements, it is necessary to put in place a number of activities, called
Confidence Providing Activities (CPAs), which can be grouped into four processes, called
Confidence Providing Processes (CPPs):

•  The Dependability Requirement Validation aims to proof that the system level
requirements related to intolerable threats and hazards are correctly mapped to the
components of system decomposition.

•  The goal of the Correctness Verification is to verify that the dependability related functions
implemented conform with their specifications.

•  The purpose of the Dependability Validation is to check the effectiveness of the TDA in
meeting its Dependability Objectives.

•  The Process Quality consists in ensuring that methods, tools and procedures applied during
all stages of the system lifecycle are suitable to reach the Dependability Objectives.

The dependability construction framework expounded here is only described for the construction
phase of the system lifecycle. However this framework is compatible with all the lifecycle phases
including operation & maintenance and decommissioning. This means that following the Criteria,
a system is designed so that it can be assessed during all the life cycle phases. In the same way,
the Criteria do not require a specific life cycle model or development model. In the following,
several phases are considered: construction, operation, decommissioning. The construction phase
itself is supposed to include requirements, design, implementation, integration and
commissioning, but these steps can be organised diversely.

Operation & maintenance phase is the day to day exploitation of the dependable system. It
includes start of operation and operational control. Those steps are taken into account by the
measures described in the Dependability Policy. The assessment of these measures is done with
the dependability assessment of the whole system during the construction phase. Different forms
of maintenance may occur during operation: perfective, adaptive, corrective (see Appendix A.3).
The level of system reassessment following maintenance activities will depend on the level of
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change to the system. For instance, corrective maintenance which replaces like components with
like, may need no reassessment, whilst a significant change of functionality may require a
significant level of reassessment.

3.3.2 Dependability Construction

This section presents the dependability construction framework following a black box approach.
Each box included in Figure 3 will be shortly described below. The description includes the
justification for the box, the task to be performed, the inputs needed for this task and the outputs
produced.

This dependability construction framework is applied at various levels of system decomposition.
Therefore it has to be distinguished between requirements, functions and components at the input
side and at the output side of the framework.

3.3.2.1 Initial needs and Environment Analysis

The initial needs and Environment Analysis includes the identification of the overall system, if
the Target of Dependability Assessment is a subsystem or a component, and a description of the
physical, organisational and personnel environment of the Target of Dependability Assessment. It
contains a description of the interfaces of the Target of Dependability Assessment to the
environment (including interfaces to other systems, interfaces to procedures, organisations and
the physical environment, human interfaces).

Assumptions for the environment that concern the dependability aspects of the Target of
Dependability Assessment (i. e. if it is assumed that specific hazards can not occur because they
should be eliminated by the environment), are included in this analysis.

3.3.2.2 Preliminary Hazard Analysis

The preliminary hazard analysis aims to identify against what the system has to be protected and
what the system has to protect. This step is a prerequisite since hazards and threats identified
constitute the dependability needs that the system has to achieve.

The preliminary hazard analysis is based on the system and environment description relevant to
the level of detail which the preliminary hazard analysis will be performed. It produces a list of
threats and hazards for the system and its environment that shall be taken into account. It includes
the assumptions made for each hazard in the analysis and the rating of the severity of each hazard
with a description of the rating method and the assumptions made.
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Figure 3: Dependability Construction Framework

3.3.2.3 Dependability Objectives Definition

The purpose of the Dependability Objective step is to define the requirements that will allow the
system to meet the dependability needs expressed through the threats and hazards identified
during the hazard analysis process. These objectives shall be stated in a general way and shall not
prescribe a specific implementation or the use of a specific mechanism.

The input for this activity is the list of threats and hazards resulting from the hazard analysis.
Dependability objectives definition activity produces a set of objectives for each dependability
attribute (safety, availability, reliability, confidentiality, integrity, maintainability). These
objectives cover threats and hazards considered for the system and its environment through a
ranking specific for each attribute.
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The threats and hazards considered are linked to the Dependability Objectives through a rating of
hazards and threats. The activity consists of comparing the level of risk (associated to the hazards
and threats identified) with what is acceptable for the system. Objectives are then defined as
system attributes which are required to reduce the risks to an acceptable level.

Some Objectives may be stated in form of a system attribute which can not be directly mapped to
a system function. For example an objective may describe a state or set of states the system shall
never reach. These types of objectives are called "negative objectives", since they can not be
directly transformed into directly implementable functional requirements. Checking that those
objectives are met by the system is therefore much harder since one has to check the whole
system (or at least a whole component) for compliance with this objective.

If the TDA is a part of a larger system, the Dependability Objectives of the TDA shall be related
to the wider Dependability Objectives of the larger system.

3.3.2.4 Required Dependability Profile

For each function or component the required dependability profile is specified, indicating for
each dependability attribute (safety, security, availabilityÉ) the confidence level that should be
achieved. For complex functions or components there may be a sub-profile, i. e. within the
architecture of this component there may be a requirement for different dependability profiles for
functions or sub-components.

Arguments have to be presented which justify the selection of the individual dependability
profiles and demonstrate that the overall dependability profile for the Target of Dependability
Assessment (TDA) related to the Dependability Objectives is achieved. As an example, some of
these arguments and rules can be found in DO 178B through classes A, B, C, D, E.

The dependability profile determines the choice of activities to be performed to provide the
evidence for a particular assessment, but it does not impose a list of fixed activities to be done.
This is left for each industry sector to determine the activities appropriate for achieving adequate
confidence in the system development process.

3.3.2.5 Dependability Policy Definition

The dependability policy defines the properties and rules that the system should maintain to fulfil
its Dependability Objectives. An example of such properties is the "fail-safe" property: whatever
a failure of any part of the system happens, the system is put in a safe state. This may be achieved
by implementing the "fail-halt" principle (see A.6.7). Another example is the Bell-LaPadula
security policy: to prevent confidential information leakage (Dependability Objective), clearance
and classification levels are assigned to users and data, and rules are defined to indicate which
clearance level users can read which classified data (no read-up) and which clearance level users
can write which classified data (no write-down).

Usually, several policies are possible to achieve the same Dependability Objectives. For instance,
a very high reliability may satisfy the safety objectives, or another security policy (e.g. the
Brewer-Nash policy) may prevent the dreaded information leakage. But the choice of policy may
influence strongly the design of the system, as well as its cost.
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3.3.2.6 Dependability Related Function Definition

This section shall describe the overall architecture of the TDA identifying the main functions
related to dependability and provide the dependability requirements for those functions. A
mapping shall show how the individual statements of the Dependability Policy are broken down
to the functions or components of the Target of Dependability Assessment and how they are
reflected in the dependability requirements for those functions or components.

In order to develop a dependable system, a number of dependability principles may be used to
achieve the desired dependability attributes. Having established the dependability profile of a
system, an appropriate set of dependability principles will need to be used which provide the
required dependability attributes. The list of principles to be used is defined in Annexe A, Section
A.6, and consists of:

•  Identification and Authentication

•  Access Control

•  Accountability and Audit

•  Object Re-Use

•  Levels of Redundancy

•  Design Diversity

•  Fail-Halt System

•  Graceful Degradation

•  Defence in Depth

•  Defensive Programming

•  Partitioning and Separation

The principles may be further divided into more specific functions and techniques which will
provide greater or lesser confidence. Thus, redundancy could be sub-divided into dual redundant
and triple redundant systems. Triple redundant systems may then be deemed as suitable for
higher confidence levels than dual redundant systems.

It is not the intention here to define the method for identifying which principles should be used
for a particular dependability profile, as this is left for each industry sector to determine.

3.3.2.7 Dependability Allocation

The Dependability Allocation derives the Dependability Objectives and Policy according to the
system refinement. Its purpose is to specify each subsystem role to enforce the Dependability
Policy and Objectives.

Each subsystem can be human, software or hardware. The allocation will define and justify the
choice of the TDA and the associated confidence level.

The choice of the confidence level and the associated justification is closely linked to the risk
ranking and associated objectives/policy. Since high confidence levels induce high costs,
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technical justification for the choice of these levels has to be found. Then, the dependability
allocation activity shall show that chosen confidence levels meet the Dependability Objectives.

The dependability allocation is performed on the basis of the Dependability Policy, principles
from the application area and rules established for the dependability allocation. Principles are
constituted of formal guidance and informal experience, state of the art and codes of practices
applicable for the considered system. Rules for the dependability allocation are the algorithms
chosen before the system development to establish a mapping between confidence level and
Dependability Objectives.

The output of the dependability allocation process is composed of some identified components
that have to enforce measures described in the Dependability Policy. These components are
associated to a dependability profile. They are the targets of the dependability assessment.

3.3.2.8 Realisation

Realisation must be understood as the process of creating a system component at every stage of
system decomposition (unit, sub-system, etc..) and is not a task necessarily performed just
immediately after dependability allocation. Moreover, except for some simple processes such as
software unit generation by compiling the corresponding source code, realisation of components
generally does not derive directly from its specification requirements and needs complementary
studies.

These studies which address the definition of materials, substructures, lay-out,
assembly/mounting procedures and verifications, etc. are included by some company in a
manufacturing process under the responsibility of a specialised department or another
organisation (sub-contractor for instance), although a further decomposition of the unit under
consideration may result that the limit between design process and manufacturing process may
vary.

The realisation process may introduce hazards which should be taken into account in the
Dependability Target at the relevant level. These hazards are pointed out from technology (EMI,
radioactive emanation), lay-out (interference, noise, breaks), mounting (screwing, riveting,
connecting), etc. and may lead to perform verification activities (soldering inspection, welding
radiography, continuity testing, screw torque verification, etc..). Others may be located inside the
generation process itself, known to be imperfect but not replaceable (unavailability or lack of a
better process) and may lead to define complementary countermeasures (to assume the required
security level for example) or functions and components ( improved shielding and isolation, for
compiler bug by-pass).

3.3.3  Confidence Providing Processes

The Confidence Providing Processes (CPPs) are detailed here roughly in order to place them
relatively to the overall dependability construction framework. To perform the confidence
providing processes, a great number of activities taken from safety and security sector, called
Confidence Providing Activities (CPAs) are available. Chapter 4 will present these activities in
detail arranged by confidence providing processes. The CPPs are generally performed by the
developer, whilst the assessor evaluates the results of the confidence providing activities. The
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CPPs are the scope of the dependability assessment. However the assessor can repeat some
confidence providing activities or do complementary confidence providing activities. The role of
the developer is to check that his system is developed in conformance with the criteria and he
must provide the proof to the assessor that the system developed is compliant with the criteria.

Figure 4 positions these processes relatively to the development phase of a system.
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Figure 4: Major development steps

3.3.3.1 Dependability Requirement Validation

The Dependability Requirement Validation aims to ensure that the Dependability Objectives
specified in the Dependability Target cover properly the hazards and the threats identified at
higher level.

This includes checks for completeness and consistency of the hazard analysis performed as well
as an analysis if the dependability policy derived and specific functional requirements specified
are sufficient to cover all aspects of the overall Dependability Objectives.

The first assessment activity that has to be performed for a dependable system is a thorough
analysis if the steps that lead to a dependability target have been performed appropriately. This
shall ensure that the Dependability Objectives are as complete as possible, that all potential



3 Dependability Assessment and Construction Framework

27

hazards are identified and correctly rated and that the dependability policy and the dependability
requirements for the individual components and functions consistently and completely reflect the
objectives as well as the identified hazards.

The Dependability Requirement Validation is close to the Dependability Validation because both
activities verify that dependability requirements are correctly derived from higher level
dependability needs. The only difference between both lies on the fact that Dependability
Requirement Validation is applied before the TDA has been established while the Dependability
Validation is carried out on the basis of the TDA.

3.3.3.2 Correctness Verification

The Correctness Verification aims to ensure that the steps of the development process have been
carried out correctly from the functional requirements to the system exploitation. Correctness
verification is therefore concerned with the assessment, that a lower level of design (including the
implementation) is consistent with the higher design levels. This activity does not address threat,
hazard or Dependability Objective coverage but only that proper development has been done. It is
near to a quality verification.

Correctness verification is the process to check, if the system is compliant with the specification
and if a low level design and specification is compliant with the higher levels of design. This
includes also the check for compliance with the requirements specification as long as the
requirements are stated in a way, which allows to check the compliance directly. Various CPAs
have been identified, that can be used for Correctness Verification. This includes mostly testing
procedures as well as informal or formal design analysis and verification techniques.

The rigour that can be applied for Correctness Verification is dependent on the precise and
unambiguous representation of the different design levels. Formal analysis and verification
techniques require a higher level of precision and unambiguity in the design representation,
which limits the methods that can be used for the description of the design. Especially for high
levels of confidence in the correctness of a system, the design must not be subject to ambiguity.

Details of this concept can be found in Section 4.3.

3.3.3.3 Dependability Validation

The Dependability Validation checks that the Dependability Objectives are well covered with
effectiveness by the TDA. This activity typically includes penetration testing in the security
sector, fault assumption validation in the safety sector and hardness testing.

The design of a system always starts with some high level objectives which are not always
directly translatable to precise requirements, whose implementation can be shown using
Correctness Verification arguments. Indeed, dependable systems often have objectives or
requirements stated in a form that compliance with them cannot be shown by usual Correctness
Verification activities.
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The main problem of a system design is to identify the requirements for the system. It is well
known that those requirements can never be completely related to the objectives. The purpose of
the Dependability Validation activities is to identify critical problems, where the system is
compliant with the specification but does not fulfil the objectives. The main task of all those
activities is therefore, to identify side effects of the system or non covered/suitable aspects, which
may lead to critical situations.

3.3.3.4 Process Quality

Process Quality is a prerequisite to develop a dependable system since it is not possible to trust a
system which has not been realised following a well defined process. The quality assurance shall
be extended to include the new processes introduced by the dependability activities.

This includes all activities related to the assessment of processes and procedures (e.g. for
development, operation and maintenance). Those activities shall ensure that processes and
procedures are well defined and applied during all stages of the system lifecycle.

3.4 Dependability Profiles

3.4.1 Introduction

The level of risk associated with a system is linked with the level of confidence that is required
that the system will behave in a dependable manner. Therefore, if a failure of a system may result
in the loss of many lives, the level of confidence required in that system would be greater than
that where a failure only results in minor injury. Confidence in a system is achieved in a number
of ways including :

•  choices made in the system design,

•  analysis of the system,

•  the appropriateness of the system development process,

•  independent assessment.

The level of detail and rigour applied in each of these areas will vary according to the required
level of confidence.

3.4.2 Selection of Confidence Levels

The confidence level required for a system should be determined during hazard analysis and the
subsequent allocation of dependability requirements to the various system components. It is not
the intention here to define the precise method for doing this as this is left for each industry sector
to determine. However, suffice to say that an approach can be defined for linking risks to
required confidence levels.
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3.4.3 Confidence levels in existing Security and Safety Standards

The concept of confidence levels is not new and has been used in a number of standards in
different fields. The ITSEC defines 6 levels of confidence (E1-E6) and a number of safety
standards (including IEC 1508, EN50128, ISA SP84) define 4 (SIL1-SIL4). These standards do
not provide a generic structure which can be applied to all aspects of dependability and so the
concepts need to be harmonised.

The immediate problem with this is that the different standards define differing numbers of
confidence levels. This makes the mapping between levels more difficult and requires a detailed
comparison to be conducted. However, it is possible to identify how the various confidence levels
relate to each other and this process can be used when defining the detailed criteria.

3.4.4 Dependability Attributes and Confidence Levels

Dependability has a number of recognised attributes:

•  Availability,

•  Confidentiality,

•  Reliability,

•  Integrity,

•  Safety,

•  Maintainability.

 A system may have requirements to possess some of these attributes and the importance of the
attributes in a particular application may not be uniform, e.g. a safety system may have safety
requirements and maintainability requirements but the safety requirements are more significant
than the maintainability requirements. Therefore, each attribute of dependability will have
associated with it a confidence level:

 

 Availability  A0-A4

 Confidentiality  C0-C4

 Reliability  R0-R4

 Integrity  I0-I4

 Safety  S0-S4

 Maintainability  M0-M4

Table 1: Confidence Level Scale

 A confidence level for an attribute is used in one of two ways:

•  as a requirement to be achieved by properly applying the appropriate procedures,
controls and techniques (as defined by these Criteria) during the system lifecycle
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•  as the actual confidence level achieved as determined by an assessment according to
these Criteria.

For each attribute, level 1 is the lowest confidence level and level 4 is the highest. Level 0 means
that there is no requirement for that dependability attribute.

So, for example, a system may be deemed to have A1, C0, R3, I3, S3, M2 dependability
requirements. This is termed the system dependability profile.

3.4.5 Confidence Levels and the Criteria

Chapter 4 defines in detail the Confidence Providing Activities (CPAs) and the assessorÕs
activities.

The choice of CPAs needed to provide the necessary evidence for an assessment is determined by
the dependability profile. Table 16 (page 117) shows which CPAs are required for each
confidence level of all dependability attributes. Chapter 4 then specifies how the levels of rigour,
detail and independence are interpreted for each of the four confidence levels 1 to 4. (There is no
requirement neither on CPPs nor on assessment for level 0.)

The level of rigour determines how the CPA has to be done (e.g. from informally to formally,
from manually to automatically, etc.), the degree of justification to be provided to the evaluator
(e.g. suitability of methods, evaluation of tools, etc.), and the kind of evidence required (e.g. test
coverage).

The level of detail defines the scope of the CPA such as whether it addresses:

•  parts or all of the system,

•  one or many refinement levels,

•  all the properties or only a subset.

The level of independence specifies the organizational links between those carrying out the CPA
and the developers. Three levels of independence are distinguished: independent persons,
independent departments, and independent organizations.

If a particular CPA is required for a particular attribute then that CPA must be applied (with the
appropriate level of rigour, detail and independence) to all components of the system that
implement that attribute. Thus, there will be benefits (in simplicity of the system, efficiency of
implementation etc.) to be gained if the system architecture can demonstrate separation of
functions so that the higher confidence levels for at least some of the attributes are confined to
certain parts of the system. The CPAs appropriate for those higher levels of confidence then need
to be applied only to those parts of the system.

Assessment activities are always carried out at the same level for all confidence levels as defined
in Chapter 4.
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3.5 The Dependability Target

The Dependability Target is a document which is the initial input for a dependability assessment.
It is the major dependability specification document.

The document is written on the basis of the criteria in order to be compliant with them, it
compiles most of the information from the framework described in Section 3.3.2: TDA
identification, Dependability Objectives and associated policy.

The dependability target at the system level has to be developed before the confidence providing
processes start. It gives an overview on the system architecture and the system environment. In
addition it also defines the appropriate dependability profile for the system. The Dependability
Target is improved by the addition of new hazards appearing at each step of the refinement of the
system into components and at each step of the components assembly.

Figure 5 illustrates the structure of the Dependability Target.

3.5.1 Content of a Dependability Target

The following section summarises the content of a Dependability Target. Most of the chapters are
mandatory, but may contain references to other documents which describe the aspects relevant to
that chapter.

3.5.1.1 Introduction

The introduction section is always needed in a dependability target. It contains the following
parts:

•  a precise identification of the Target of the Dependability Assessment (TDA),

•  a short overview of the TDA (or a reference, where this overview can be found),

•  a short description of the overall goals of the assessment as well as a reference to other
standards that shall be met.

3.5.1.2 Description of the Target of Dependability Assessment

This part shall describe:

•  the overall purpose of the TDA (and especially its dependability attributes),

•  the relation of the TDA to other systems, the task of the TDA within an organisation,

•  specific non-technical aspects that have to be considered during the dependability
assessment.

All or parts of this section may be satisfied by precise references to other documents.
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Identification of all CPAs used and their relation to the criteria

Figure 5: Dependability Target Structure

3.5.1.3 Initial needs and Environment Analysis

This section shall describe the system and the environment of the TDA as specified in Section
3.3.2.1.

3.5.1.4 Hazards

This section shall contain the results of the Preliminary Hazard Analysis as described in Section
3.3.2.2.
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3.5.1.5 Dependability Objectives

This section describes the Dependability Objectives as identified in Section 3.3.2.3.

3.5.1.6 Required Dependability Profile

This section describes the Dependability Profile as identified in Section 3.3.2.4.

3.5.1.7 Dependability Policy

This section contains the results of the corresponding Section 3.3.2.5.

3.5.1.8 Dependability Function Specification and Allocation

This section includes the results of the appropriate Sections 3.3.2.6 and 3.3.2.7

3.5.2 Use of the Dependability Target

The Dependability Target at system level is normally written in an early stage of the system
development. The purpose of this document is to serve as a guideline for the dependability
assessment of the system. Assessors will use this document to identify the overall Dependability
Objectives, the hazards to the system and their ratings, the dependability policy and the allocation
of dependability functions to the parts of the system..

Dependability Target

Review

Success

Problem
report

Dependabilty Target
 change

Problem processing

Failure

Figure 6: Dependability Target Review

The assessors may review the Dependability Target in an iterative manner until it provides a
sound basis for the assessment. The sponsor is responsible of the preparation of the
Dependability Target which is intended to serve as a basis for the dependability assessment. The
Dependability Target should be specified in terms defined in Section 3.5.1, drawing on the
guidance given there on the presentation and content.

The developer shall be notified of any problems (Problem Report) in order to the Dependability
Target be amended prior assessment starting.
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The findings of the reviews shall be documented in an assessment technical report for reuse
during the conduct phase. The assessors shall confirm that the Dependability Target is acceptable.

The criteria provide a list of CPAs related to specific dependability attributes and to specific
phases of the system lifecycle as described in Chapter 4.

The Dependability Target is an input for the developer to select the CPAs that seem appropriate
for the TDA with its specific dependability.

3.6 Complex Systems

Complex Systems are normally broken down into several subsystems, which themselves may be
broken down further into sub-subsystems, and so on. Such a decomposition is necessary to:

•  control the complexity of the system

•  to isolate certain types of functionality (e.g. confidentiality) in a few components rather than
spread it thinly throughout the system

•  to allow different types of component (e.g. hardware or software) to be developed by
different teams

•  to allow some components to be subcontracted out

•  to allow some components to be implemented using Commercial Off The Shelf (COTS)
products.

S0, C3, É

Component B2

S0, C0, É

Component B1

S0, C3, É

Component B

S4, C0, É

Component A

S4, C3, É

SYSTEM (TDA)

Figure 7: Example of System Decomposition
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3.6.1 Dependability Construction Framework

As a system is decomposed into components and those components are further decomposed,
decisions will be taken about the allocation of requirements to each component and the design of
each component.  As an integral part of this process, the Dependability Construction Framework
will be applied recursively to each component.  Thus, in accordance with Section 3.5, the
Dependability Target will be updated with the Dependability Target information for each
component.

The application of the Dependability Construction Framework will involve the determination of
the Dependability Profile for each component.  These Dependability Profiles can be (and should
be) different from the system Dependability Profile. It is good practice to isolate critical
functionality in a part of the system, so that its implementation can be separated from other parts
of the system.

Figure 7 shows an example of a system (with a partial Dependability Profile of S4, C3, É)
decomposed into 2 major components, A and B.  The safety related functionality has been
confined to A, and the confidentiality functionality has been confined to B, as demonstrated by
their respective partial Dependability Profiles of S4, C0, É and S0, C3, É Component B has
been further decomposed into components B1 and B2.  B1 is safety and confidentiality irrelevant
(partial Dependability Profile of S0, C0, É) and B2 implements all the confidentiality
functionality (partial Dependability Profile of S0, C3, É).

In an example like this, strong arguments must be provided to justify the separation of the
components and show that:

•  B cannot affect the safety functionality of A

•  A cannot affect the confidentiality functionality of B

•  B1 cannot affect the confidentiality functionality of B2

•  etc.

If these arguments can be presented then consideration of the critical functionality can be
confined to the relevant parts of the system.  In the example shown, the activities needed for the
development of a confidentiality related component can be confined to B, B2, ignoring A and B1.

3.6.2 Subcontractors

The development of a component may be subcontracted by the developer of the system (prime
contractor) to another organisation.  That organisation can be either a separate company with a
formal contractual relationship or a different department or team within the same company.  In
the former case there will be a formal contractual relationship and in the latter case at least an
implicit contract.  In either case, we can regard the organisation implementing the component as a
subcontractor.

Irrespective of whether there is a formal contract, it is crucial that the requirements for the
component are correctly and completely described.  The dependability requirements will be
expressed in the Dependability Target for the component.
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It may or may not be possible to perform Dependability Requirements Validation and
Dependability Validation against the system Initial Needs etc. depending on the prime
contractorÕs relationship with the subcontractor. Figure 8 illustrates the two possibilities.

B

X

Prime contractor
Dependability Requirements
Validation and Dependability
Validation

Prime contractor
Dependability Requirements

Validation and Dependability
Validation

Subcontractor Dependability
Requirements Validation and
Dependability Validation

A

X

Figure 8: Subcontracted Component

For system A, component X has been subcontracted but the prime contractor and subcontractor
both have access to all the relevant information about the system. In this case, Dependability
Requirements Validation and Dependability Validation can be performed for parts of the system
(including X) against the Initial Needs etc. for the system.

For system B, again component X has been subcontracted but the relationship between the prime
contractor and the subcontractor is such that:

•  the prime contractor does not have access to the design etc. of X

•  the subcontractor does not have access to the design etc. of the system outside component X.

This is a less desirable situation than with system A. Wherever possible, the prime contractor
should try to ensure that he has sufficient access to the design etc. of X.
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In this case the prime contractor can perform the Dependability Requirements Validation and
Dependability Validation only on the components for which it has information. Specifically, the
subcontractor can perform Dependability Requirements Validation and Dependability Validation
only on the components for which it has information. Specifically, the Dependability
Requirements Validation and Dependability Validation for the components of X can be
performed only against the Initial Needs etc. of X, not of the system. It is most important to
ensure that the requirements for X (which are imposed on the subcontractor) are correct and
complete with respect to the system Initial Needs etc. Any errors or omissions will result in a
component X that is not suitable for use in the system.

In each case, system A or system B, a Dependability Target is required for component X.

3.6.3 COTS Products

There is often a need (or wish) to include COTS products in a system, for instance as component
B2 in Figure 7. In order for this to happen a number of conditions must be fulfilled:

•  the COTS product must provide the dependability (and other) functionality that is required of
component B2

•  the COTS product must not provide too much unwanted functionality that could provide
additional hazards

•  there must be sufficient confidence that the COTS product does provide just the necessary
dependability functionality in the environment in which it will be used within the system

•  it must be possible to check that the previous conditions are fulfilled.

There must be a description of the COTS product identifying the functionality provided by the
product and the environment(s) within which it will provide that functionality.  Ideally this
description will be in a Dependability Target, but it must exist, otherwise it will not be possible to
check whether the productÕs functionality matches the requirements of the component it is to
replace.

If the system component (B2 in our example) has some dependability requirements then it will
have a Dependability Profile. This shows that there are some confidence requirements that have
to be satisfied by the product and these confidence requirements can be obtained only by some
form of assessment.  There are a number of possibilities:

•  the product has been subjected to an assessment against the Criteria - there will be a
certificate and assessment reports giving the results of the assessment and these results
(achieved Dependability Profile, assessed functionality and environment) can be checked
against the requirements for the component B2

•  the product has been assessed against some other criteria - this is similar to the previous case
but it is also necessary the decide to what extent the other assessment method is equivalent to
a Criteria assessment

•  the product has not been assessed - the product cannot be used until it has been assessed
either as a separate product or as part of the system assessment.
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4 Criteria Framework

In Chapter 3 the processes needed to specify an adequate Dependability Profile and to build and
assess a dependable system have been introduced. The roles which are relevant to generate
confidence in such a system have been characterised and the Confidence Providing Processes
have been correlated to the processes of regular development, to the life cycle phases and to the
roles.

This chapter describes the Confidence Providing Processes in adequate detail. It defines and
describes the set of Confidence Providing Activities, that possibly constitute the Confidence
Providing Processes and it provides guidance to select the appropriate activities and tailor their
application with respect to the Dependability Profile of a TDA.

4.1 Structure of the Presentation of Processes and Activities

The Confidence Providing Processes that have been introduced in Chapter 3 are described in
detail in the following sections:

•  4.2 Dependability Requirements Validation

•  4.3 Correctness Verification

•  4.4 Dependability Validation

•  4.5 Process Quality

The presentation of these processes has two principal directions:

•  It gives a general description of the process under consideration covering its objectives, scope
and whether particular aspects have to be considered at the various stages of the development
or for sector specific applications.

•  It specifies the Confidence Providing Activities, which are required to achieve the process
objectives.

The Confidence Providing Activities are presented in a uniform schema:

Synopsis: presents the principal characteristics of the CPA, which are an extract of the
following sections, in the form of a tabular overview.

Objectives: describes, how and to which degree the CPA covers the objectives of the
Dependability Related Process.

Inputs: describes the prerequisites for the Confidence Providing Activity.

Description of the CPA: points out the characteristics of the CPA and what the developer
has to do.

Levels: describes, how the levels of Rigour, Detail and Independence have to be interpreted
for the CPA and how they map to the Confidence Levels.

Methods and tools: gives a characterisation of the methods and tools that are currently
available and possibly a judgement on their applicability.
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Output: specifies requirements on content and form of the results.

Use of results: indicates, the development is affected by the output of the activity.

Relation to the life cycle: points out the phases of the life cycle, where the CPA should be
applied.

AssessorsÕ activities: specifies, what the assessor has to do with respect to the CPA.
While the CPA has to be carried out in the first place by the developer, it may be required,
that the assessor analyses the results of the CPA or that he repeats a CPA, etc.

Where a CPA is used in more than one Dependability Related Process, it is described once at its
first occurrence and referenced at later occurrences.

Each CPA has to be selected and tailored according to the applicable dependability profile of the
TDA. Chapter 4.6 describes the procedure to treat the varying Confidence Levels of a
Dependability Profile and to select the right Dependability Profile in those cases, when a CPA
relates components of a system that have different Dependability Profiles. It also presents a
mapping table, that specifies which CPAs should be selected and which levels of detail, rigour
and independence apply for a given level of confidence.

The CPAs recommended in the Criteria and discussed in this Chapter are:

•  Preliminary Hazard Analysis

•  Hazard Analysis

•  Probabilistic Quantitative Evaluation

•  Common Cause Analysis

•  Static Analysis

•  Behavioural Analysis

•  Formal Methods & Proofs

•  Testing

•  Traceability Analysis

•  Penetration Analysis

•  Covert Channel Analysis

•  Experimental Evaluation

•  Quality Assurance

4.2 Dependability Requirements Validation

4.2.1 Motivation and Scope

Dependability requirements validation aims to ensure that the set of requirements defined during
the different stages of the design process and the assumptions established at each stage are valid,
complete, consistent and comply with the initial needs. Dependability requirements validation is
to be performed along side the design and before the implementation starts whereas validation of
the implementation itself is covered by dependability validation activities. Moreover,
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Dependability requirements validation and Correctness Verification are complementary. The
main difference is that the latter checks the specifications established at a given level of system
refinement against the specifications of the higher level, whereas the former ensures that the
specifications at a given level comply with the initial needs. However, Correctness Verification
activities can serve the purpose of dependability requirements validation.

Requirements and assumptions should be validated at each hierarchical level of requirements
definitions. All relevant engineering disciplines, environmental factors, human factors,
administrative, organisational constraints, É should be considered during the validation process.
Moreover, all the dependability objectives should be addressed globally to analyse potential
interdependencies between dependability attributes and define an optimal design that ensures the
best tradeoffs.

Different kinds of assumptions are established during the design process: e.g. operational and
environmental assumptions, fault and hazard assumptions, design related assumptions,
independence assumptions, etc. All these assumptions should be checked for their validity.
Especially, fault assumptions constitute a key point in the development of dependable systems.
At each system description abstraction level, associated fault assumptions should be defined
taking into account the fault and hazard assumptions established at the higher levels. This leads to
a hierarchy of fault models. Ensuring the consistency of these fault models is a difficult task that
requires a thorough examination and in-depth analysis. In particular, it is essential to study how
the faults that occur at the lower levels manifest and propagate to the higher levels, and how these
faults might affect the system level stated objectives and initial needs. During the dependability
requirements validation process, it is particularly important to ensure that the fault and hazard
assumptions established during the design are representative of those likely to occur during
operation. Also, the validation should check the validity of the rating of the likelihood and
consequences of the hazards.

The activities defined in this section try to address specific aspects of the problem stated above.
They can never guarantee that all problems are identified, but they nevertheless increase the
confidence in the system. Most of those activities can be used to address all dependability
attributes. When a given activity is specific to one dependability attribute, this is explicitly
mentioned.

4.2.2 Dependability requirements validation confidence providing activities

This section presents the following dependability requirements validation confidence providing
activities:

•  Preliminary Hazard Analysis

•  Hazard Analysis

•  Common Cause Analysis

•  Probabilistic Quantitative Evaluation

The first three activities can be used to address all dependability attributes. Probabilistic
quantitative evaluation is recommended for all dependability attributes, however there is little
evidence about the applicability of this technique to confidentiality.
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4.2.2.1 Preliminary Hazard Analysis (PHA)

Name of the CPA

Preliminary Hazard Analysis

Objectives

Determine the criticality of the system by finding hazards, rating them and deriving a
Dependability Profile, Dependability Objectives and a Dependability Policy.

Inputs

•  Knowledge of the application field,
its policies, standards and
constraints

•  Knowledge of Dependability
analysis

•  Needs for the system

•  Set of rules for the acceptability of
risks

Outputs

•  List of hazards with their rating

•  Dependability Profile

•  Dependability Objectives

•  Dependability Policy

•  Report of Preliminary Hazard Analysis

Mapping Confidence Levels to Dependability Profile

Same level of detail, rigour and independence

(Remark to independence: A Dependability team (person) together with a team
consisting of members of the developer and/or the sponsor should do the PHA. It
should not be only one person)

Methods and Tools

HAZOPS, ETA, FMECA (functional level), Checklists

(See also CPA ÒHazard AnalysisÓ)

Objective

The Preliminary Hazard Analysis provides results, which will determine the level of criticality of
the system in terms of a Dependability Profile and Dependability Objectives, which will be used
as guidelines for the system design.

A Hazard is defined as an event that potentially has unacceptable consequences. The Preliminary
Hazard Analysis consists of the following steps:

•  The identification of potential hazards arising from the system itself and from its
environment, the identification of unacceptable consequences (failures) of these hazards and
the identification of their causes (faults).

•  The estimation of the likelihood and rate occurrence of the causes and consequences and of
the severity of the consequences, often known as Hazard Rating. This should be done for
different attributes (damages for persons, equipment, finance, etc.). This estimation results
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first in the definition of the criticality of the functions to be accomplished by the system and
the assignment of Confidence Levels for every Dependability Attribute for the system, which
are collected in the Dependability Profile.

•  From the Dependability Profile, the Dependability Objectives are derived for the reduction of
the occurrence of identified causes and/or the reduction of the severity of consequences.
These are general dependability properties which the system must have or may not have, e. g.
the leakage of information.

•  From these the Dependability Policy with high level measures and principles is derived, e. g.
multilevel security, fail safe concept. In addition, Dependability related functions are
specified at this stage, e. g. access control mechanisms.

•  A validation of whether the Dependability Objectives and the Dependability related functions
reduces the occurrence of identified causes and/or the severity of consequences. This
validation will also include the Dependability principles that are to be used in the system to
achieve the Dependability Objectives, together with rationale for their choice showing how
they will meet the Dependability Objectives.

Inputs

For the identification of the hazards the analyst(s), i.e. the Dependability team, needs either direct
experience of, or access to persons with knowledge of the application field, and the history of
dependable system developments in this field. The system needs are used to scope the analysis.

The standards, policies and constraints to be used in that application sector for the choice of
dependability principles must be agreed upon.

In order to perform Hazard Rating, a set of rules on the acceptability of risks, if such exists for
the application field or the expertise of a set of persons with sufficient sector and application
knowledge to make decisions on risk issues is needed.

Description of the CPA

i. Identification of hazards

The range of hazards to be considered in the analysis must be defined. This definition must
include both hazards which have their causes in the environment and those which have their
causes in the system. Also the field of investigation should be limited by making assumptions
about the anticipated faults to limit the need to consider all possible faults in the subsequent
analysis. The analysis will link these faults to hazards and all anticipated failures of the system,
concentrating on identifying those that may prove to be unacceptable.

On these conditions the first step of this CPA is to identify all possible hazards for the system to
be developed, the corresponding faults and failures of these hazards. The scope of the analysis of
hazards will be defined through the provision of the system needs, and the description of system
boundaries, its interfaces to the environment and the interactions (through the interfaces) which
can occur.
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This identification of hazards is typically done workshops using application sector experts, with
experience of previous or similar systems, and experts in the field of dependability. The activity
to identify hazards must be carried out in a methodical way, using for example HAZOPS,
checklists or a Step-by-Step-Method like the one in the [IT-SHB].

ii. Rating of hazards

The next step of the Preliminary Hazard Analysis is the rating of the identified hazards. For that
the frequencies of the occurrence of the found faults have to be estimated. For the Preliminary
Hazard Analysis it seems sufficient to relate these frequencies to classes, e. g. once a day, once a
month. Also the probabilities that the hazards result in unacceptable consequences have to be
estimated, again it is sufficient to do that in classes. There should also be a relation to the severity
of damages, e. g. minor, major, critical, catastrophic, and to the aspects of damages, e.g. damages
to persons, damages to equipment, financial loss.

With these estimations the risk of an identified hazard could be defined as the probable frequency
of occurrence of this hazard causing a failure and the severity class of this failure. Often it should
be sufficient to consider the failure with the highest severity caused by this hazard.

This grading aims to distinguish between acceptable and unacceptable hazards. The higher the
rating of the consequences of the hazardous failure, and the higher the probability of its
occurrence, the lower is its level of acceptability. Each application sector will typically have its
own method for rating the acceptability of hazards, which will depend on laws, regulations or an
assessment of public perception.

The unacceptable hazards are those which must be eliminated (prevented, avoided) completely by
the system design or the system design must guarantee that the Dependability related functions
reduces the consequences of these hazards. The acceptable hazards will each be allocated an
acceptable level of occurrence (e.g. improbable, remote, frequent).

With this list of unacceptable hazards the Dependability Profile could be selected for the system
according to the highest risk for each Dependability Attribute.

Remark: The combination of Hazard Identification and Hazard Rating is often called Risk
Analysis. Many methods for risk analysis exist in the safety as well as the security sector, but
there are great differences between the safety and the security sectors in the risk analysis
approaches as well as the methods used. To avoid any confusion with this term, Hazard
Identification and Hazard Rating is used in this document.

iii. Dependability Objectives

From the Dependability Profile the Dependability Objectives are determined which need to be
satisfied by the system to remove the identified unacceptable hazards or reduce their
consequences to an acceptable level.

These Dependability Objectives are defined in terms of general properties which the system must
have, or may not have, e. g. the leakage of information.
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iv. Dependability Policy and Dependability related functions

The Dependability Policy is derived from the Dependability Profile and the Dependability
Objectives together with the standards, regulations and constraints of the system. Principles and
high level measures are set up by which the previous found properties are achieved, e. g. use
multilevel security.

Furthermore, the Dependability Objectives and the Dependability Policy result in the definition
of dependability related functions and requirements, which have to be integrated in the system,
e. g. access control mechanisms with further detailed specifications.

v. Validation

The last step of the Preliminary Hazard Analysis is to validate the results of the previous steps.

It must be assessed whether the principles of the Dependability Policy and the Dependability
related functions satisfy the Dependability Objectives and the Dependability Profile established
during the Hazard Rating.

It should also be validated that the Dependability Principles, i.e. the design guidelines and
approaches that are generally accepted for that specific sector, which will be used in the system,
leads to a reduction of the risks

If it was decided in the Hazard Rating to allocate the Dependability Objectives and the statements
of the principles of the Dependability Policy to anticipated parts of the system (physical,
personal, IT, organisation, subsystem, component), these decisions should be validated, again
whether they lead to a reduction of risks.

The identification of the Dependability Related Functions, the definition of their functional
requirements and the description of the relationship between each function and the Dependability
Objectives should be considered.

Levels of Rigour, detail and independence

The Preliminary Hazard Analysis is performed with the same high level of rigour and detail
whenever it is performed, as it provides results, which will determine the level of criticality of
systems or sub-systems.

A Dependability team (person) together with a team consisting of members of the sponsor and
the developer should do the PHA. It should not be only one person.

Methods and Tools

Data collection and analysis for PHA are in some cases supported by tools (e.g. Hypertext). The
better known preliminary hazard analysis techniques, such as HAZOPS or the Step-by-Step-
Method in the [IT-SHB], have some supporting tools, although care must be taken when using
them that restrictive assumptions about the range of dependability attributes have not been made.
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In fields where the techniques are well developed, some tool support for Hazard Rating is
available. These techniques and tools are generally specific for the safety or security area and
may even differ from sector to sector. Care has to be taken when selecting a technique and tool to
ensure that all dependability attributes relevant for the system are covered.

For additional information see CPA ÒHazard AnalysisÓ (0).

Output

The results of the Hazard Identification will be a list of hazards, which are relevant for the TDA,
together with an indication of their anticipated consequences.

The results of the Hazard Rating include:

•  A set of rated hazards and Dependability Objectives for the system, consisting of objectives
for the elimination of unacceptable hazards, objectives for the reduction of the frequency or
consequences of acceptable hazards and a Dependability Profile for the system.

•  A description of the Dependability Policy specifying the high level measures and principles
by which the required Dependability Objectives will be achieved.

•  A specification of the Dependability Related Functions to be implemented in the system.

The results of the Preliminary Hazard Analysis will be presented in a report including a detailed
description of the analysis performed to validate whether the requirements in the Dependability
Profile are fulfilled.

Use of the Results

The results of this analysis are used to provide an initial assessment of whether a system is
subject to hazards, which will need special attention in its development or operational use. It may
be possible theoretically to conclude at this stage the system is not a dependable system, but it
seems unlikely that this will happen for a system where a Preliminary Hazard Analysis was
decided to be done.

The Dependability Objectives and the Dependability Profile should be used to guide the design of
the system. The Dependability Profile will also be used to define the assessment activities to be
performed.

The validation of the Dependability Objectives together with the results of Hazard Identification
and Hazard Rating, the Dependability Profile, the Dependability Policy and the Dependability
related functions provide part of the Dependability Target of the system.

The validation of the Preliminary Hazard Identification and Hazard Rating activities may result in
new hazards or differences in the rating of already identified hazards. As a consequence of this
also the Dependability Profile may need to be adapted to these results.
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Relation to System Lifecycle

This activity should be applied at the beginning of the Project, preferably in the concept
exploration and definition phase but not later than the phase of demonstration and validation of
concepts.

Usually, it is necessary to repeat a Hazard Analysis during the demonstration and validation
phase.

A Hazard Analysis can be applied in any other phase when a re-examination of the basic
assumptions about the dependability characteristics of the system is required.

For additional information see CPA ÒHazard AnalysisÓ.

AssessorÕs activities

The assessor of the Preliminary Hazard Analysis has to check thoroughly whether the Analysis
has performed adequately. Therefore he has to check the results and check the justification.

He has also to repeat parts of the analysis to validate whether the Dependability Profile is
appropriately derived.

His result report should include a statement of whether the Dependability Objectives, the
principles of the derived Dependability Policy and the Dependability related functions meet the
requirements or not.
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4.2.2.2 Hazard analysis

Name of the CPA

Hazard Analysis

Objectives

Hazard Analysis is to be applied in an iterative way at different system abstraction
levels (function, subsystem, component, etc.). At each level, the objective is to identify
potential failures and hazards likely to have an impact on the dependability related
requirements assigned to that level, to analyse their causes and to estimate their
consequences with respect to each dependability objective. For each hazard, the
potential effects are determined and the criticality of the effect is rated.

Inputs

•  Specification of the dependability
related functions at the system
decomposition level considered

•  System boundaries and interfaces
at that level

•  Description of system architecture

•  Results of hazard analyses
performed at the higher levels

Outputs

•  List of hazards with their rating for each
item included in the boundary of the
analysis

•  Justification of the validity and
representativity of assumptions

•  Means for eliminating or reducing hazard
effects

•  Report of Hazard Analysis

Mapping to Confidence Levels

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 2

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 2 IL 3

Methods and Tools

HAZOPS, FMECA, FTA, ETA

(See also CPA ÒPreliminary Hazard AnalysisÓ)
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Objective

Hazard Analysis is to be applied in an iterative way at different system abstraction levels
(function, subsystem, component, etc.), whereas the Preliminary Hazard Analysis CPA is to be
applied at the initial stage of system development to define dependability objectives to be
satisfied by the TDA. At each level, the objective of hazard analysis is to identify potential
failures and hazards likely to have an impact on the dependability related requirements assigned
to that level, to analyse their causes and to estimate their consequences with respect to each
dependability objective. For each hazard, the potential effects are determined and the criticality of
the effect is rated. As the design process progresses, the hazard analysis should be refined and
updated. The impact of the new identified hazards on the hazard analysis performed at the higher
level should be investigated. In particular, error propagation in both directions, from higher levels
to lower levels and vice-versa, should be addressed. The assumptions considered during the
hazard analysis process should be clearly stated to allow the validity of these assumptions to be
analysed and assessed during further stages of the development. The application of the hazard
analysis at different decomposition levels of the design leads to a hierarchy of fault and failure
models. At each level of the decomposition, associated fault assumptions should be defined
taking into account the fault assumptions established at the higher levels. Ensuring the
consistency of these fault models is a difficult task that requires a thorough examination and in-
depth analysis. In particular, it is essential to study how the faults that occur at the lower levels
manifest and propagate to the higher levels. In particular, error propagation analysis is important
for the specification and the design of error containment barriers and protection mechanisms.

Hazard analysis should cover the whole lifecycle, taking into account all the hazards that might
occur during the development, installation, commissioning, operation & maintenance and
decommissioning. It should be updated as the development of the system progresses. The results
of hazard analysis should be re-examined each time the system requirements or its environment
change. Several methods and techniques that can be used for hazard analysis are presented in the
sequel.

Inputs

The inputs needed to perform hazard analyses include:

•  the Dependability Target,

•  the specification of the Dependability Related Functions to be accomplished at
the system decomposition level considered,

•  the description of the system boundaries and interfaces at that level,

•  a detailed description of the architecture,

•  and the results of the hazard analyses performed at the higher levels.

Description of the CPA

A hazard analysis activity is performed in several steps:

•  Define the goals and the boundaries of the hazard analysis.
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•  Define a list of undesired hazard events for each item included in the boundary of
the analysis and identify their potential local and global impacts on
dependability.

•  Identify the causes leading to each undesired hazard, specify the assumptions
considered with respect to the classes of faults considered (nature, phase of
occurrence, persistence, etc.), and justify these assumptions.

•  Estimate the rate of occurrence of the undesired hazard and its level of
acceptability.

•  Analyse how the identified hazards affect the design of higher levels and how
these hazards are handled by lower level design.

•  Summarise the results of the hazard analysis activity.

Levels

Rigour

RL 1

Hazard analysis shall be performed informally. The results shall also be described
informally.

RL 2

Hazard analysis shall be performed using well defined hazard analysis plan and
methodology. The results shall be strongly justified.

RL 3

Hazard analysis shall be performed using a formally defined hazard analysis plan and
methodology assisted by an appropriate tool. The results shall be described in detail
and be justified by examples from similar systems.

Detail

DL 1

Hazard analysis shall be applied in the architectural design phase. It must also be
done if there is a significant change in the system requirements/environment, etc.

DL 2

Hazard analysis shall be applied in all design stages down to the detailed design. Any
significant change in the system requirements, environment should lead to the re-
examination of hazard analysis results at each step of the development process.
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Independence

IL 1

Hazard analysis shall be performed by the developers within the development team.

IL 2

Hazard analysis shall be performed by a team not directly involved in the
development of the system to be assessed.

IL 3

Hazard analysis shall be performed by a team independent from the organisation(s)
involved in the development of the system to be assessed. All members of the team
shall have significant experience with systems similar to the one that is assessed.

Definition of Confidence Levels for Hazard Analysis

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 2

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 2 IL 3

Table 2: Definition of Confidence Levels for Hazard Analysis

Output

A Hazard Analysis report should be provided to summarise the scope and the results of the
activity. In particular, a list of hazards for each item included in the boundary of the analysis,
with a description of their consequences, with respect to each dependability related requirement
and to the system dependability objectives, should be detailed. The fault and failure assumptions
established during the analysis should be summarised and justified. A summary of design related
considerations should be given to explain how the identified hazards are handled by the system.

Use of the Results

The results of the hazard analysis should be used to update the design and to refine the
dependability requirements as the design progresses. The results should also be used to define
verification and testing scenarios to analyse how the identified hazards are handled by the
implementation of the system. The results of the hazard analysis should be used for the
development of operation, maintenance, and decommissioning procedures.
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Relation to the System Life Cycle

Hazard analysis is an essential activity that can be applied during all design stages of TDA. The
previous paragraphs, under levels of Detail, identify when the activity must be applied but this
does not prevent the developer from using it at additional points in the development.

AssessorÕs activities

The primary role of the assessor is to check the accuracy, correctness and completeness of the
hazard analysis through thorough examination and in depth analysis of the justifications and
evidence provided. The assessor should make his own hazard analysis for the most critical parts
of the system to ensure that some known hazards have not been overlooked or ignored. The
assessor should check the validity of the assumptions established during the hazard analysis to
ensure that these assumptions correspond to what might really happen in operation and that the
system as implemented provides a good coverage of the faults and errors assumed in the design
process. Moreover, due to the antagonism that exists between some dependability attributes, e.g.
safety and availability, confidentiality and availability, the assessor should check that the system
as implemented provide a right balance and a satisfactory trade-off between the these attributes.

Methods and Tools

Several methods and techniques can be used to perform hazard analyses. The most popular ones
are presented in the sequel.

Failure Modes, Effects and Criticality Analysis (FMECA)

A Failure Modes, Effects and Criticality Analysis (FMECA) is a systematic method aimed at
identifying the failure modes of a function, system, component, etc. and determining their effects
on the system, and the criticality of these effects. The FMECA can be applied in all stages of the
system construction process. Usually, FMECA relies on the functional structure of the system
and makes it possible to highlight design weaknesses Òif anyÓ in the system with respect to
dependability. It can address all design stages or even an operational system but it is often
preferable to apply it as soon as possible during the life cycle to minimise the costs of design
modifications (if any). However, its use at an early stage in the development process is rather
delicate, as the lack of precise knowledge of the real structure of the system and of the failure
modes, etc. becomes a major hurdle. Sometimes FMECA is applied without rating the criticality
of the effects. Then the method is called ÒFailure Mode and Effects AnalysisÓ (FMEA).

The general principle used for the application of the method consists in including the following
items in a table Ñ after listing the various failure modes based on the functional or structural
description of the systemÑ, and for each failure mode of each component:

•  its possible causes,

•  its effect on the behaviour of the component itself (local effect), or at system level (global
effect),

•  the means of detection that can be employed,
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•  corrective actions to be implemented, more particularly, when dealing with catastrophic
failure modes,

•  criticality of the failure mode: this aspect is not always taken into account.

When iterating the application of the method on a sub-component, the omission of certain failure
modes of the component to which it belongs may be revealed. Indeed, the failure modes of the
higher level component appear as combinations of sub-components' failure modes. In particular,
the latter having global effects must necessarily correspond to failure modes of the higher level
component.

The tables summarising FMECA results are useful for the design, as they support the selection of
dependability related mechanisms and permit the early detection (and modification) of several
design shortcoming. They equally provide a valuable support for system verification and testing,
as they highlight the critical components requiring in depth analysis and validation. Moreover,
FMECA provides valuable inputs for other hazard analysis and dependability validation
activities, e.g., fault tree analyses, quantitative evaluation method. Nevertheless, the FMECA
approach features some limitations:

• it does not consider multiple failures;

• it calls for a great deal of information to be handled, particularly in the case of complex
systems.

Fault Tree Analysis (FTA)

Fault Tree Analysis (FTA) is a deductive failure analysis, which focuses on one particular
undesired event and provides a method for determining causes of this event. The analyst begins
with an undesired top-level hazard event and systematically determines all single faults and
failure combinations of the system components at the next lower level, which could cause this
event. The analysis proceeds down through successively more detailed levels until a basic
elementary event is uncovered. An event can be regarded as elementary when it is either
independent of the others or when its probability of occurrence can be estimated, or simply when
one does not intend to, or cannot, break it down further. An elementary event may be internal or
external to the system analysed. It may correspond to a hardware component failure, a human
error, etc.

A Fault Tree is generally represented graphically as a logical diagram with ÒANDÓ and ÒORÓ
gates connecting the set of events described in the tree. Fault trees can also be used to calculate
the probability of occurrence of a hazard. The evaluation of the probability associated with the
minimal cut-set derived from the tree allows the identification of the critical scenarios of events
leading to the undesired hazard and the selection of appropriate design decisions to handle these
events. Some simple tools exist, which help to perform the analysis in a systematic way. But
expert knowledge is always needed to perform a fault tree analysis.

The Fault Tree analysis typically complements the FMEA. Thus, combinations of failures, which
had been overlooked by FMEA can be considered. Fault Tree Analyses can be applied during all
stages of the system development process. In the early phases, they provide useful support for the
definition of the dependability-related functions and mechanisms that need to be implement to
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fulfil the dependability objectives. As the design proceeds and new hazard are identified, the fault
tree analysis should updated and applied at a level of detail corresponding to the level of
refinement of the design.

Fault tree analysis has the following advantages:

•  It can reveal multiple failure sequences involving different parts of the system

•  Fault trees can examine the entire system

•  A partial fault tree is still a useful result

•  It is a systematic approach

The disadvantages are:

•  It is dependent on the completeness of the hazard analysis

•  It is not practical for systems with a large number of identified hazards

•  Depends on the knowledge of the analyser

•  Fault trees may become very large and complex

The output of the fault tree analysis shall be used for hazard rating as well as for the identification
of critical components. If the fault tree analysis reveals an unacceptable high rating for an
identified hazard, changes to the system design have to be made to either reduce the probability
of a hazard or limit its effects.

Event Tree Analysis (ETA)

Event Tree Analysis consists in describing, generally in a diagrammatic form, the sequence of
events that can develop in a system after an initiating event occurs, and thereby indicate how
serious consequences can occur. The initiating event could be a human error, a hardware
component failure, etc. In contrast to Fault Tree Analysis, Event Tree Analysis starts from an
initiating event and then identifies a sequence of system faults and errors that define an accident
scenario. The initiating event is the root of the event tree. Starting from this event two lines are
drawn: one with a positive consequence, the other with the negative consequence. This is then
done for each subsequent consequence until all consequences are considered. Similarly to Fault
Trees, probabilistic quantitative evaluations can be performed based on Event Trees. For each
consequence, a probability value can be computed. Thus, the overall probability of each accident
or failure scenario resulting from an initial event can be determined.

Event Tree Analysis can be applied in all phases of the system lifecycle.

Hazard and Operability Studies (HAZOPS)

The aim of Hazard and Operability Studies (HAZOPS) is to establish, through a series of
systematic examinations of system components and their operation, failure modes likely to result
in potentially hazardous situations in the system environment. HAZOPS have been traditionally
used to analyse control command systems used in the nuclear and chemical fields. Typical
hazardous events on the controlled systems are fire, explosion, release of toxic material or serious
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economic loss. However, HAZOPS can be extended and used in other application sectors to
address security as well as safety related objectives.

HAZOPS are usually performed, in a series of scheduled meetings, by a team of persons with
multidisciplinary engineering competencies, led by a trained specialist in hazard analysis. The
success of HAZOPS is highly dependent on the knowledge of the assessors on the type of system
to be assessed and on the application field. When forming a team for HAZOPS a good mix of
knowledge on the system itself and its environment as well as on potential hazards and their
consequences for similar systems should be accomplished.

Prior to the study, agreed checklists are compiled for the systematic examination of each system
component to be analysed. Questions such as: What if it happens? How can it happen? When can
it happen? Does it matter? Are asked. When positive answers are given further questions are
asked, such as: What can be done about it? When must it done? Is there an alternative? etc. The
results are usually written down in form of a table or a diagram. Clearly, HAZOPS are similar, to
some extent, to FMEA. While FMEA is generally oriented on the failure modes of components,
HAZOPS are oriented on the functions of process sections, which are systematically investigated
using the checklists.

The result of HAZOPS is a list of potential problems which either will be removed by changes in
the design or which have to be analysed in more detail during the later implementation and
operation phases.

HAZOPS can be applied during all the life cycle stages. At the early design stages, HAZOPS are
particularly useful to perform for preliminary hazard analyses leading to the definition of
dependability related requirements.
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4.2.2.3 Common Cause Analysis

Name of the CPA

Common Cause Analysis

Objectives

Identify single points of failure that may cause several critical components to fail. Such
failures, which bypass or invalidate independence assumptions, are called ÒCommon
Mode FailuresÓ.

Inputs

•  Dependability Target, Dependability
Objectives and Dependability
Related Functions

•  Independence assumptions

•  Description of TDA architecture

•  System components hazard analyses

•  Deep knowledge of development,
operation, maintenance, and
decommissioning processes

Outputs

•  List of independent parts of the system and
their interfaces

•  List of failures and common causes that
may have impacts on several parts of the
system

•  Validation of independence assumptions

•  Report of Common Cause Analysis

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 2

Level 3 RL 2 DL 2 IL 2

Level 4 RL 2 DL 2 IL 3

Methods and Tools

Zonal analysis, Environment related common cause analysis and process-related
common mode analysis rely on engineering judgement and are supported by other
hazard analysis methods (FMECA, FTA, etc.)

(See ÒHazard AnalysisÓ (4.2.2.2) and ÒProbabilistic Quantitative EvaluationÓ (0)
CPAs)

Objective

System Architectures that rely on redundancy or that use components or software in common
with other systems suffer from the potential of single failures that may cause several critical



4. Criteria Framework

57

components to fail. Such failures, which bypass or invalidate redundancy or independence
assumptions, are called ÒCommon Mode FailuresÓ. It is the objective of the Common Cause
Analysis to identify these types of failures and their causes.

Common Cause Analysis shall be used for all systems where a single point of failure has to be
avoided or where redundancy is used to reduce the probability of some critical failures. Also,
Common Cause Analysis aims to identify Common Mode Failures caused by external events
from the environment, and those related to design faults and to the engineering processes used for
system development, operation, maintenance and decommissioning (e.g. failures that may result
from a common manufacturing process of different parts of the system).

Inputs

Common Cause Analysis requires a detailed description of the architecture of TDA and
associated dependability requirements. Inputs from hazard analysis methods (e.g. FMECA, FTA)
are also needed to perform the common cause analysis. Identification of process related common
mode failures requires a deep knowledge of the development, operation, maintenance, installation
and system disposal processes. A detailed description of the system environment is also needed
to be able to identify the external events that might lead to common mode failures.

Description of the CPA

The Common Cause Analysis can be sub-divided into three sub-activities:

a) Zonal Analysis

b) Environment-related Common Cause Analysis

c) Process related Common Mode Analysis

Zonal Analysis (generally called ÒZonal Safety AnalysisÓ in avionics) examines each physical
zone of the system to ensure that equipment installation and potential physical interference with
adjacent systems do not violate the independence requirements. An important aspect of the zonal
analysis is the identification of interfaces and interference with other parts of the system. Failures
identified for the part have to be assessed for their potential impacts on all other parts of the
system.

Environment Related Causes Analysis identifies events occurring outside the system boundaries,
which may violate the independence claims made for the parts of the system to be analysed.
Environment Related Common Cause Analysis may have impacts on several parts of the system
and may therefore not be identified by the Zonal Analysis. Examples of such events are: 1) fire,
flood and other natural disasters, 2) high intensity radiation, 3) loss of power supply, 4) loss of
network connections, etc.

Process related Common Mode Analysis is concerned with verification of the independence
claims made in the system design. It is aimed at identifying problem areas, where (sometimes
hidden) dependencies may lead to common failures in critical devices. This includes but is not
limited to: 1) common type of equipment or technologies, 2) common development,
manufacturing or installation process, 3) common maintenance procedures or personnel, 4)
common assessment activities or procedures
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Having identified those problems areas, a checklist of potential sources for common modes is
derived and potential failure lists are developed and considered for their potential impact on the
system.

Levels

Rigour

RL 1

The Common Cause Analysis is performed informally on the basis of the system
design, its environment and the anticipated knowledge of engineering process. This
analysis should be supported by checklists and based on experiences from similar
systems and projects. The Common Cause Analysis should confirm that the system
partitioning is compliant with the dependability objectives and the Dependability
Profile.

RL 2

The Common Cause Analysis is performed based on a detailed analysis plan. The
interfaces between the different parts (zones) are systematically analysed. The
Environment-related Causes Analysis is performed based on a carefully derived list
of external events. Arguments are given which justify the completeness of this list.
Failure models are used to describe the impact of a failure and the parts affected by a
failure are identified completely. The Common Mode Analysis is based on detailed
checklists for Common Mode failure types and failure sources. The parts of the
system affected by a Common Mode failure are completely identified and
justification is given, why the other parts are not affected. The Common Cause
Analysis should confirm that the system partitioning into fault independence and
error containment regions is compliant with the dependability objectives and the
Dependability Profile. Detailed information should be provided to describe how
design faults are addressed.

Detail

DL 1

The activities of the Common Cause Analysis are performed during the requirements
and architectural design phases. The identification of Common Mode failures should
also account for operation, maintenance and decommissioning procedures.

DL 2

The activities of the Common Cause Analysis are performed during the requirements,
architectural design and detailed design phases. They should cover the whole life
cycle of the systems including installation, operation, maintenance and
decommissioning phases. At each stage of the design process, detailed analysis
should be performed to check the validity of the independence assumptions and to
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ensure that design decisions are compliant with the Dependability objectives and the
Dependability Profile.

Independence

IL 1

The Common Cause Analysis shall be performed by the developers within the
development team.

IL 2

The Common Cause Analysis shall be performed by a team not directly involved in
the development of the system to be assessed.

IL 3

The Common Cause Analysis shall be performed by a team independent from the
organisation(s) involved in the development of the system to be assessed. All
members of the team shall have significant experience with systems similar to the one
that is assessed.

Definition of Confidence Levels for Common Cause Analysis

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 2

Level 3 RL 2 DL 2 IL 2

Level 4 RL 2 DL 2 IL 3

Table 3: Definition of Confidence Levels for Common Cause Analysis

Methods and Tools

Common Cause Analysis activities rely engineering judgement and on the use of other basic
hazard analysis methods, which are also listed in this chapter (see ÒHazard AnalysisÓ CPA,
4.2.2.2).

Output

The result of the Common Cause Analysis is the sum of the results from the three sub-activities.
The result of the Zonal Analysis consists of:

a) A list of widely independent parts (zones) of the system.

b) A list of interfaces and remaining dependencies between the parts.
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c) A list of failures of the individual parts that may have impacts on other parts of the
system. The failure modes and effects are also described.

The results of the Environment related Causes Analysis consists of:

a) A description of the analysed environment related hazards.

b) A list of the parts of the system affected by these hazards.

c) A description of the failure modes caused by these hazards as well as a description of
its effect.

d) A description of the deviation to the initial assumptions and the implication of this
deviation.

The results of the Process related Common Mode Analysis consists of a list of Common Mode
failures and their effects.

Use of the results

The results of the Common Cause Analysis are used to change the system design in a way that
either eliminates the Common Mode Failures detected by the analysis or reduces the effect of
such a failure to an acceptable level. The failures identified by this analysis method have to be
either rated as acceptable or have to be eliminated.

Relation to System Lifecycle

Common Cause Analysis can be applied in all stages of the system lifecycle but is most useful
and cost-effective when applied early in the design process because of the potential influence on
system architecture. Therefore, appropriate specification or design changes can be implemented
early to correct the problems identified by the analysis method. Note that this CPA can also be
use as a Dependability Validation CPA when applied to the system implementation.

AssessorÕs activities

The assessor should thoroughly examine the correctness of Common Cause Analyses performed
and analyse their completeness. He should ensure that the results of Common Cause Analyses
have been taken into account in the design. Particularly, he should examine to what extent the
measures used to prevent process related common mode failures are satisfactory.
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4.2.2.4 Probabilistic Quantitative Evaluation

Name of the CPA

Probabilistic Quantitative Evaluation

Objectives

Quantify the impact of faults, errors and failure on the behaviour of the system and
support the selection of potential architectures that allow the dependability objectives
to be satisfied. This is done by building a stochastic model describing the system
behaviour in the presence of faults and evaluating quantitative measures from the
model.

Inputs

•  Specification of system behaviour to
be described in the model

•  Quantitative measures to be
evaluated

•  Results of hazard analyses

•  Reliability data to specify the values
of the model parameters

Outputs

§ Quantitative measures evaluated from the
model and sensitivity analysis results

§ List of most critical parameters to be
monitored during the system life cycle for
data collection and system analysis

§ Feedback on the design

§ Report of Probabilistic Quantitative
Evaluation

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 1

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 3 IL 3

Methods and Tools

Markov models, Reliability diagrams, Fault Trees , Stochastic Petri nets and their
offspring, Monte-Carlo Simulation

Objective

This activity consists in building a stochastic model (generally a Markov model) describing the
occurrence of hardware and software components failures and repairs and their consequences on
the behaviour of the global system. To some extent, the impact of human errors on the system
behaviour can also be included in probabilistic evaluations. Quantitative measures are evaluated
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from the model and compared to the dependability objectives. This activity supports, in
particular, the selection of potential architectures that allow the dependability objectives to be
satisfied. Verification of the validity of the predictions derived from the models with respect to
the behaviour of the real system will be performed within Dependability Validation process
activities (see ÒExperimental EvaluationÓ CPA). Moreover, preventive maintenance actions and
periodic tests can be planned based on quantitative evaluations. However, quantitative
evaluations can not be applied for the assessment of all the dependability attributes, and the
confidence in the results obtained depends on the validity of the assumptions and also on the
dependability levels to be achieved. In fact, quantitative evaluation of highly critical software is
unfeasible in the current state of the art. Moreover, quantitative evaluation of operational security
is not yet mature and it is still a research topic.

Inputs

The development of the stochastic model used to evaluate the specified quantitative measures
(mean time to failure, failure rate, availability, etc.) is based on the set of hazards and failures
derived from the hazard analysis. To be able to define detailed models of the architecture,
information from the specification and design documents are needed. Moreover, to specify the
components failure and repair rates used as parameters in the model, reliability data should be
collected from similar systems, or be derived from reliability handbooks such as MIL-HDBK
handbook [DoD 65] or CNET Handbook [CNET 93] for electronic components,.

Description of the CPA

Three major steps can be distinguished for performing a Probabilistic Quantitative evaluation:

a )  Choice of the quantitative measures to be evaluated and definition of the
assumptions to be considered.

b) Construction of a stochastic model describing the system behaviour at a level of
detail allowing the selected quantitative measures to be evaluated in accordance
with the assumptions considered.

c) Processing of the model and analysis of the results. This last step includes an
assessment of the sensitivity of the results to the values of the parameters and to
the assumptions considered in the models.

Levels

Rigour

RL 1

The objectives and the quantitative evaluation results of analysis shall be stated and
the methods and tools used to achieve these objectives shall be described.

RL 2

The objectives of the probabilistic quantitative evaluation shall be described together
with the models used. The assumptions made shall be explained and justified based
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on the results of the hazard analysis. Finally, the methods and tools used to achieve
the objectives shall be justified and the results obtained shall be explained and
correspondence between the objectives and the results shall be demonstrated.

RL 3

Besides the requirements corresponding to RLÊ2, the probabilistic quantitative
evaluation shall address the impact of different classes of faults (permanent faults,
transient faults, etc.) and the impact of the fault tolerance coverage on the
dependability objectives. The techniques used to obtain coverage estimates shall be
described and justified. Sensitivity studies shall be performed to analyse the impact of
the parameters and the distributions used in the models on the dependability
objectives. Service experience and experimental evaluation shall be used, when
applicable, to justify the values assigned to the parameters.

Finally the validity of the evaluation tools used shall be assessed.

Detail

DL 1

Probabilistic quantitative evaluation shall be used during the high-level design stage
to support design decisions.

DL 2

Probabilistic quantitative evaluation shall be used during the high-level design stage
and detailed design stages to support design decisions. The evaluation shall be
continuously updated.

DL 3

Probabilistic quantitative evaluation shall be used during the high-level design stage
and detailed design stages to support design decisions. The evaluation shall be
continuously updated. Evaluation of the efficiency of fault tolerance mechanisms and
error recovery procedures should be considered using simulation-based fault injection
experiments.

Independence

IL 1

Probabilistic quantitative evaluation shall be performed by independent persons.

IL 2

Probabilistic quantitative evaluation shall be performed by an independent
department.
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IL 3

Probabilistic quantitative evaluation shall be performed an independent organisation.

Definition of Confidence Levels for Probabilistic Quantitative Evaluation

Rigour Detail Independence

Level 1 RL1 DL 1 IL1

Level 2 RL 2 DL 1 IL 1

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 3 IL 3

Table 4: Confidence Levels for Probabilistic Quantitative Evaluation

Methods and Tools

The methods and tools used for deriving dependability quantitative measures depend on the
dependability objectives to be quantified, the modelling assumptions considered, and the life
cycle stage where the evaluations are performed. Two classes of techniques can be distinguished:

•  Modelling based evaluations: when an abstract model is built and analytical or Monte-Carlo
simulation is used to process the model and evaluate the dependability measures.

•  Experimental evaluation: when the system is exercised with real inputs, data is collected and
processed by statistical techniques to evaluate the dependability measures. This data can be
collected during fault injection experiments performed on a real prototype, or during system
testing in its operational environment, or during system operation.

These two classes of techniques are complementary. In fact, modelling leads to the definition of
parameters characterising the stochastic processes (failures, repairs, coverage, etc.) described in
the model. These parameters can be estimated based on the data collected during the
experimental evaluation. On the other hand, modelling can be used to define the most important
parameters for which detailed experiments are needed to provide realistic estimations (for
instance coverage, latency, etc.).

Experimental evaluation is based on the implementation of the system. Therefore, experimental
evaluation methods and techniques are discussed in Dependability Validation Process CPAs (see
Section 4.4.2.3).

Analytical modelling and Monte-Carlo simulations can be used during the early stages of the
design to evaluate several alternative architectures and select the one best fitting the
dependability objectives. Several evaluation techniques are available including: combinatorial
model types such as Reliability Block Diagrams, fault trees, reliability graphs, etc. and Markov
model types such as continuous-time Markov chains and their extensions, Generalised stochastic
Petri nets, Markov reward models, etc.
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The choice between these methods depends on several criteria: the kind of system behaviour to
be modelled, the measures to be computed, the modelling power, etc. For instance, Markov
models can handle some dependencies, in a system, which combinatorial models cannot.

Several modelling and evaluation tools are commercially available for analysing fault tolerant
computing architectures, for instance SURF2 [B�ounes et al. 1993], SHARP [Sahner et al. 1996],
ULTRASAN [Sanders et al. 1995], SPNP [Ciardo et al. 1989], etc.

Output

The results obtained from probabilistic quantitative evaluation activities should be documented
and the assumptions considered during the modelling should be justified and supported by data
collected from previous experience with similar systems. Sensitivity analyses should be
performed to show the impact of various parameters on the dependability objectives

Use of the Results

The outputs of probabilistic quantitative evaluation are helpful for guiding the design process and
controlling the dependability level achieved by the system. The verification of the results
obtained is therefore important to analyse the validity of the design decisions, and to ensure that
the dependability level achieved before operation is satisfactory. If the results are not satisfactory,
modification of the system design is required.

Relation to System Lifecycle

Probabilistic quantitative evaluation is to be applied during the early design stages to support
architecture design decisions. The evaluations should be updated when data is collected during
testing (see ÒExperimental EvaluationÓ Dependability Validation CPA, Section 4.4.2.3).

AssessorÕs activities

The main role of the assessors is to examine:

a) the representativity and the validity of the assumptions considered,

b) the validity of the methods used and the models derived for conducting the evaluations,

c) the results of evaluation to check whether the objectives are satisfied.
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4.2.2.5 Dependability Requirements Validation Activities: Summary

Table 5 summarises the mapping between dependability requirements validation activities and
the confidence levels.

Dependability Requirements
Validation Activities

Level 1 Level 2 Level 3 Level 4

Preliminary Hazard Analysis Same level of rigour, detail and independence

Hazard Analysis RL1, DL1, IL1 RL2, DL1, IL2 RL3, DL2, IL2 RL3, DL3, IL3

Common Cause Analysis RL1, DL1, IL1 RL2, DL1, IL2 RL2, DL2, IL2 RL2, DL2, IL3

Probabilistic Quantitative
Evaluation

RL1, DL1, IL1 RL2, DL1, IL1 RL3, DL2, IL2 RL3, DL3, IL3

Table 5: Relation between Dependability Requirements Validation Activities and
Confidence Levels

Among these activities, Preliminary Hazard Analysis should be applied for any system
irrespective of the confidence level required. Indeed, the determination of the confidence level of
the TDA and the corresponding dependability objectives is the result of this activity. Therefore,
Preliminary Hazard Analysis must be performed with the highest level of rigour and detail to
ensure that the confidence level assigned to the TDA satisfies the initial needs. The selection
among the other dependability requirements validation confidence providing activities and
methods depends on the dependability attributes of the system, the life cycle phases that have to
be addressed by the evaluation and the target confidence level. In addition, the selection is
influenced by sector specific or system specific needs. In particular, some factors such as the
system complexity, the novelty of the design, the types of technologies used, and the availability
of experimental data on similar products and systems, should be considered to find a right mix of
the validation activities to be used, and corresponding levels of rigour, detail and independence.
Moreover, alternative validation methods, which are not included in the Criteria, can be used,
provided that convincing arguments and justifications are given to demonstrate the suitability and
efficiency of these methods. When alternative techniques or alternative combination of levels of
rigour, detail and independence are specified, the dependability target document shall specify,
which one of the alternative techniques shall be used and which alternative has to be taken in the
definition of the rigour, detail and independence levels. The choice may be restricted by the
demand to be compliant with a sector specific standard.

Besides the activities reported in Table 5, Penetration Analysis and Covert Channel Analysis
categorised as Dependability Validation CPAs (see Sections 4.4.2.1 and 4.4.2.2) can also be
applied during the design stages for Dependability Requirements Validation.

4.3 Correctness Verification

4.3.1 Motivation and scope

The primary purpose of Correctness Verification confidence providing activities is to ensure that
the system has been constructed correctly based on the validated requirements. These activities
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should address the way the system is constructed, how it will be operated and maintained, and
(for some systems) how it will be disposed from operation.

Correctness Verification confidence providing activities correspond to the traditional verification
activities carried out during the construction process to check that each system decomposition
level (from the definition of the high-level requirements up to the realisation of the physical
components and the integration of the final architecture) has been correctly implemented and
meets its specified requirements. These activities can also be performed during system
installation, operation, maintenance, and disposal to ensure that the procedures performed during
these phases are compliant with the ones that have been specified and validated, and satisfy the
system requirements and dependability objectives.

During the requirements and design refinement process, the objectives to be satisfied by
Correctness Verification confidence providing activities at each level of this process are:

•  Compliance with high-level requirements

•  Accuracy (i.e. absence of ambiguity) and consistency (i.e., the corresponding requirements do
not conflict with each other)

•  Traceability to high-level requirements

•  Verifiability (i.e., each stated requirement should be verifiable).

During the implementation and integration phases, the objective of the Correctness Verification
confidence providing activities is to ensure that each level of the implementation satisfies its
validated requirements.

Correctness Verification activities should particularly ensure that the faults and errors
assumptions are correctly handled by the implementation of the dependability related functions
and mechanisms. Special attention should be put on the verification of the correct refinement of
faults and error assumptions and the correct integration of all dependability related functions and
mechanisms implemented in the system.

Correctness Verification activities are to be applied also to check the inputs and the results of the
requirements validation and system validation confidence providing processes, as well as those of
the verification process itself.

Correctness Verification objectives are satisfied through a combination of inspections, reviews,
analyses, model checking, the execution of test cases and procedures, É applied in accordance
with a Verification Plan. The verification assumptions for each verification technique used should
be clearly stated and justified. The verification scenarios and results should be also checked for
accuracy, completeness and traceability to the system requirements.

For Correctness Verification to be practical, every stated requirement should be verifiable.
Verifiability is a function of the way the system is designed and implemented. The verifiability
constraint imposes that the developer specifies how the system requirement will be verified and
provides evidence that the requirements have been satisfied once the actual system is delivered
for evaluation.
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Correctness Verification activities must be synchronised with the system life cycle phases. The
Criteria do not prescribe a specific flow of activities within these phases. Therefore, the Criteria
should be applicable for almost any lifecycle model used for construction, operation and
maintenance or system decommissioning. The outputs of each life cycle phase must be verified
for completeness, consistency and conformance to the standards. During these phases, the way
the system will be operated, maintained and disposed from operation should be addressed and
verified.

4.3.2 Correctness Verification Objectives and Lifecycle stages

For each life cycle stage, we define a set of objectives to be covered by Correctness Verification
confidence providing activities.

4.3.2.1 Requirements Verification

At this stage, verification activities focus on the completeness, accuracy and consistency of the
high level requirements. Clearly, there are close interactions between Correctness Verification
activities and requirement validation activities. The latter focus on dependability related
requirements whereas Correctness Verification activities have a larger scope as they address the
whole set of requirements defined for the system to be evaluated.

The objectives to be satisfied are the following:

•  Dependability related functions requirements comply with dependability objectives, are
unambiguous and consistent.

•  Dependability related functions requirements are traceable to dependability objectives.

•  Dependability Related functions requirements are verifiable.

•  Dependability Related functions requirements conform to standards.

4.3.2.2 Design Verification

At this stage, verification activities focus on the completeness, accuracy and consistency of the
low-level requirements of dependability related functions and the corresponding architecture. The
traceability of Low Level Requirements to High Level Requirements is an important issue that
shall be addressed by verification activities. The objectives to be satisfied are the following:

•  Low Level Requirements comply with High Level Requirements: Low Level
Requirements satisfy High Level Requirements and the design basis for their existence,
are correctly defined.

•  Low Level Requirements are unambiguous and consistent: each Low Level Requirement
is unambiguous and Low Level Requirements do not conflict with each other.

•  Low Level Requirements are traceable to High Level Requirements: each Low Level
Requirement is traceable to High Level Requirements.

•  The definition of error containment and fault handling boundaries is correct: the
partitioning is consistent with the fault independence assumptions.

•  Low Level Requirements are verifiable.
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•  Low Level Requirements conform to standards.

•  Architecture is compatible with High Level Requirements and is consistent.

•  Architecture is verifiable.

•  Architecture conforms to standards.

4.3.2.3 Implementation Verification

At this stage, verification activities address the implementation of each component of the
architecture. The objectives to be satisfied are the following:

•  Component implementation complies with Low Level Requirements and the architecture

•  Implementation of protection and fault tolerance mechanisms is accurate and consistent

•  Component implementation is verifiable

•  Component implementation conforms to standards

4.3.2.4 Integration Verification

At this stage, verification activities address the integration of system components in relation to
the architecture and the integration of the system into its operational environment. The objectives
to be satisfied are the following:

•  Integration complies with the architecture

•  Integrated system complies with High Level Requirements

•  Integrated system complies with Low Level Requirements

•  Protection and fault tolerance mechanisms are compatible

4.3.2.5 Operation, Maintenance and Decommissioning Procedures Verification

The objectives to be satisfied are the following:

•  The procedures comply with High Level Requirements

•  The procedures are consistent and unambiguous

4.3.3 Correctness Verification Planning

The purpose of Correctness Verification planning is to define the processes and criteria to be
applied for the verification of each item to achieve the verification objectives. The verification
plan shall include the following information:

•  Identification of the system or item configuration to be verified and the corresponding
requirements

•  Definition of the specific verification methods, tools and environments, to be employed
to show compliance with the verification objectives, based on the confidence level.

•  Definition of the criteria to be used to assess the evidence resulting from each
verification method.
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•  Identification of roles, responsibilities, and independence of persons performing the
verification activities

4.3.4 Assessors Activities

Correctness Verification confidence providing activities should be assessed by the assessors for
adequacy, completeness, accuracy, and efficiency. Therefore, the assessors must analyse and
check the evidence and justification provided about the verification means (methods and tools)
used, the verification cases and procedures applied, and the results obtained from the verification
activities. At their discretion, the assessors may also complement these activities by performing
additional verifications, or for instance by submitting test cases to the developer who will have to
run them and produce the proof of their success.

The assessors shall ensure that the verifications performed meet the requirements of the
standards, are consistent with the verification plan, and are justifiable for the dependability
confidence level.

4.3.5 Correctness Verification Confidence Providing Activities

This section lists a set of Correctness Verification confidence providing activities to be performed
to satisfy the verification objectives. These are classified as follows:

•  Static analyses including inspections, walkthroughs, and reviews

•  Testing

•  Formal methods and proof-of-correctness

•  Behavioural analysis

•  Traceability analyses

The inputs required for these verification activities will depend on the lifecycle stage, the level of
detail, the level of rigor, and the level of independence.
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4.3.5.1 Static analyses: inspections, reviews, walkthroughs

Name of the CPA

Static Analyses: inspections, reviews, walkthroughs

Objectives

Static analysis involves the verification of the system without executing it. Static
analysis can be performed at any stage of the development process and can be applied
to every working product dealing with the construction, operation and maintenance of
the system. The purpose of static analyses is to find the faults that may have been
introduced in the specification, design or implementation of the system by a thorough
analysis of these documents.

Inputs

The inputs required for static analyses
are the products that have to be
scrutinised and the corresponding
specifications

Outputs

A verification report should be provided
including a summary of the verifications
performed, the list faults or critical issues
identified, and suggestions for improvements
or corrections.

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL1 DL 1 IL 1

Level 2 RL 2 DL 2 IL 1

Level 3 RL 2 DL 3 IL 2

Level 4 RL 3 DL 3 IL 3

Methods and Tools

Inspections, reviews, walkthroughs

Objective

Static analysis techniques involve the verification of the system without executing it. Static
analysis can be performed at any stage of the development process and can be applied to every
working product dealing with the construction, operation and maintenance of the system. The
purpose of static analyses is to find the faults that may have been introduced in the specification,
design or implementation of the system by a thorough analysis of these documents.

The effectiveness of static analysis has been verified through several real case studies.
Inspections, reviews and walkthroughs have a wide range applicability, they can be used to check
hardware, software and any other related workproducts produced during the development,
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including test cases and procedures and verification results. However, static analyses are not
appropriate for the verification of the dynamic behaviour of the system, including
synchronisation, concurrency, real-time constraints, etc. These aspects have to be addressed by
other verification techniques.

Inputs

The inputs required for static analyses are the products that have to be scrutinised. These products
could be a specification document, a design document, an implementation, a verification plan,
tests cases, etc. Static verification consists in checking that the corresponding product satisfies its
objectives and requirements. These requirements should be clearly stated for each static analysis
activity.

Description of the CPA

Static analysis can be done manually or can be supported by automatic tools. Static analysis
techniques include inspections, reviews and walkthroughs of the system products produced at
different stages of the development process. The verification process is generally guided by
checklists. Inspections are conducted by small groups of peers who examine manually the
developing product, a piece at a time, to ensure that it is correct, and conforms to products
specifications and requirements. The purpose of these inspections is the detection (and
subsequent correction) of faults. A checklist of likely mistakes may be used to guide the fault
finding process. Unlike, reviews and walkthroughs, inspections are closely controlled by a
predefined formal process. Reviews and walkthroughs are typically peer group discussion
activities without much focus on fault identification. Walkthroughs are generally a training
process, and focus on learning about a single document. Reviews focus more on consensus and
buy-in to a particular document [Gilb and Graham 1993].

Besides manual static analyses supported by checklists, some limited analyses can be applied
automatically by static analysis tools. This process can be applied to documents written in a
specific language, for instance, a software program, a formally specified design document, etc. In
this case, syntactic errors, violation of coding rules, etc. can be easily detected.

Levels

Rigour

RL 1

Static analyses can be limited to informal reviews and walkthroughs. The results of
the reviews shall be documented. All planned reviews defined in the verification plan
have to be done.

RL 2

Static analyses shall follow a systematic formal inspection approach. The inspection
process shall follow a specified series of steps that define what is inspected, who
inspects it, what preparation is needed for the inspection, how the inspection was
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conducted, what data was collected, and what the follow-up to the inspection was.
The members of the team shall bring different engineering disciplines and different
insights to identifying faults. The results of inspections shall be explained.

The faults identified during this process must be corrected and the corrections shall
be reviewed to ensure that the discovered faults were eliminated. If some corrections
are not implemented, justifications must be given.

RL 3

Besides the requirements corresponding to RL2, automatic static analysis tools shall
be used.

The inspection process shall be guided by a statistical quality improvement process,
which allows the control of the inspection process efficiency. The inspection meeting
duration and the number of documents reviewed shall be limited [Dyer 1992,
Humphrey 1989]

Detail

DL 1

Static analyses shall be used during the requirements phase

DL 2

Static analyses shall be applied in all design stages down to the detailed design.

DL 3

Static analyses shall be applied in all design stages as well as in the implementation
phase and integration phase.

Independence

IL 1

Static analyses shall be performed by independent persons.

IL 2

Static analyses shall be performed by an independent department.

IL 3

Static analyses shall be performed by an independent organisation.
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Definition of Confidence Levels for Static Analysis

Rigour Detail Independence

Level 1 RL1 DL 1 IL 1

Level 2 RL 2 DL 2 IL 1

Level 3 RL 2 DL 3 IL 2

Level 4 RL 3 DL 3 IL 3

Table 6: Definition of Confidence Levels for Static Analysis

Outputs

The review process should be documented. A verification report should be provided including a
summary of the verifications performed, the list faults or critical issues identified during the
review process, and suggestions for improvements or corrections. Evidence should be provided
about how these faults have been addressed and corrected.

Use of the Results

The outputs of the static analyses process should be used to follow up the quality of the products
and to increase the confidence in the correctness of the reviewed products.

Relation to System Lifecycle

Static analyses can be applied at each stage of the system life cycle process. They may take place
for instance, between requirements definition and architectural design, between architectural and
detailed design, and between detailed design and implementation. Besides covering development
issues, static analyses should be applied for the verification of the operation, maintenance
procedures and system disposal procedures.

Assessors activities

The role of the assessor is to check that all the planned reviews and static analyses are done and
examine the process used to perform these analyses. He has to ensure that static verification
activities have been performed according to the levels of rigor, detail and independence specified
in the Criteria. The assessor should examine the results related to the critical issues of the system,
and analyse their accuracy and completeness. He should ensure that the dependability related
requirements they can be analysed with static analysis techniques have not been overlooked.
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4.3.5.2 Testing

Name of the CPA

Testing

Objectives

Testing is a dynamic verification technique that involves exercising the system (or
component) implementation by supplying it with input values.

Inputs

•  The inputs depend on the testing
method used and the system level
considered for testing.

•  The test cases for the verification of
the dependability related functions
should be based on hazard analysis
results.

Outputs

•  Description of the test cases and
corresponding results

•  Discrepancies between expected and actual
results should be explained

•  Test coverage

•  Report on Testing

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL1 DL1 IL 1

Level 2 RL1 DL 2 IL 1

Level 3 RL2 DL 3 IL 2

Level 4 RL3 DL 3 IL 3

Methods and Tools

Functional testing, structural testing, Boundary-value testing, etc. (See Appendix
A.5.3)

Objective

Testing is a dynamic verification technique that involves exercising the system (or component)
implementation by supplying it with input values. Testing has the following two objectives:

•  to demonstrate that the system implementation performs its intended functions,

•  to provide confidence that the implemented system does not perform unintended
functions that may affect the dependability objectives. It should be noted that the
complete absence of unintended function can never be established by test.
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In general, testing is ÒpartialÓ, as it is not feasible to exercise the system with each possible data
item from the input domain. Therefore, there arise the major issue of selecting a (small) subset of
the input domain that is well suited for revealing the actual but unknown faults.

The main advantage of testing is that it involves the execution of the actual system. Therefore, it
contributes to identification of faults introduced in the requirements definition as well as in the
implementation of the system. Nevertheless the aim of testing is to reveal the presence of faults
but it can not prove their absence. Testing is more suited to check positive requirements than
negative requirements. Moreover, in order to be efficient the test cases applied should be realistic
with respect to the real environment. Also, the criteria for test case generation should be defined
carefully to allow a satisfactory coverage of critical requirements.

There is no universal testing method that can ensure that all residual faults are revealed and fixed.
Therefore, a combination of several testing methods is recommended to achieve a high level of
confidence in the correctness of the system.

Correctness of testing results relies on the reliability of the tools used. Hence, the assessment of
these tools should also be considered.

Inputs

The inputs required for testing depend on the testing method used, the system level considered
for testing, and the target of the test (hardware, software, etc.). For each testing method, we
should provide a detailed definition of the tests cases applied to the system, the definition of
pass/fail criteria to analyse the outputs of the testing process, and the expected results and the
tolerances associates with those results.

The test cases for the verification of the dependability related functions should be identified using
information from the various hazard analyses that have been performed.

Description of the CPA

Levels

Rigour

At least, system-level functional testing under operational conditions shall be applied
complemented with system testing with extreme/special boundary values.

A test report should be provided including a description of the high-level
requirements tested together with the testing methods, the success/fail test criteria, the
test scenarios, the test results, and a test coverage summary (relating the test cases
and results to the requirements). The test report should state what requirements are
not tested and justify that the non-tested requirements can not lead to unacceptable
behaviour according to the definition of the corresponding confidence level.
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RL 2

Besides the requirements of RL1, the test cases should be defined to demonstrate the
compliance of the implementation with high-level requirements as well as with low-
level requirements. Deterministic test cases focused on the verification of some
specific points in the input domain (extreme/special boundary values) shall be
applied.

The test methods and the test criteria used shall be explained and justified. It shall be
proved that the test patterns generation methods used are adequate to satisfy the test
criteria, and that these criteria are satisfied by the test results.

The test environment used for the generation of the test cases and the analysis of test
results shall be described.

The test cases and the test results shall be provided and explained.

The correspondence between test cases and the requirements shall be stated and
justified. Requirements coverage analysis shall determine what requirements are not
tested and how these requirements are covered by other verification techniques.

Evidence of re-tests after the discovery and correction of errors relevant to
dependability is obligatory to demonstrate that the errors have been eliminated and no
new errors have been introduced.

All classes of faults identified by hazard analysis shall be considered and evidence
should be provided to show that these faults are properly handled by the system.
Justification shall be given to show that the test methods used are adequate and
efficient to address these faults. Those classes of faults that are not considered shall
be identified and a justification about not considering them shall be provided. Fault
injection should be used wherever possible to show the correct functioning of the
fault tolerance mechanisms implemented in the system.

Evidence shall be given to justify that the test coverage achieved is satisfactory.
When quantitative targets for the test coverage are specified, evidence should be
provided to ensure that these targets are achieved.

RL 3

Besides the requirements corresponding to RL2, whatever the level of application of
testing (unit level, integration level, system level), a mixed strategy for the generation
of the test patterns shall be used: statistical test patterns generation complemented
with deterministic test cases focused on the verification of some specific points in the
input domain (extreme/special boundary values), which are difficult to cover with
random patterns.

The system shall be tested in its operational environment, before its delivery (when
this is possible).
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Automatic test tools shall be used wherever possible.

The test tools used shall be validated and evidence should be provided to demonstrate
that the level of validation of the test tools is compliant with the system confidence
level.

Detail

DL 1

System-level testing

DL 2

System-level testing and integration testing

DL 3

System-level testing, integration testing and unit testing

Independence

The independence requirements specified below apply to system level testing.

IL 1

Testing shall be performed by independent persons.

IL 2

Testing shall be performed by an independent department.

IL 3

Testing shall be performed by an independent organisation.

Definition of Confidence Levels for Test Methods

Rigour Detail Independence

Level 1 RL1 DL1 IL 1

Level 2 RL1 DL 2 IL 1

Level 3 RL2 DL 3 IL 2

Level 4 RL3 DL 3 IL 3

Table 7: Definition of Confidence Levels for Test Methods
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Methods and Tools

Methods for the determination of the test patterns can be classed according to two viewpoints:
1)Êcriteria for selecting the test inputs, and 2)Êgeneration of the test inputs. The presentation of the
different criteria for test pattern selection (conformance or fault finding testing, functional or
structural testing, fault-based or criteria-based) and generation (deterministic or probabilistic) are
presented in Annexe A.5.3. Fault-based testing is particularly useful for the verification of the
error and fault handling mechanisms that are critical in the context of dependable systems. The
selection of test methods also depends on classes of faults considered: test methods used to reveal
design faults are different from those aimed at uncovering hardware faults.

Output

The testing activities shall be documented in a testing report that includes, for each component,
the following information:

•  the test methods and tools used and justification of these choices

•  the test cases applied and expected results

•  the results of each test case

•  the discrepancies between expected and actual results

•  the test coverage achieved

When discrepancies occur, between expected and actual results, the analysis made and the
decisions taken shall be documented.

Use of the Results

Test coverage analysis shall determine what are the criteria elements (requirements, fault
assumptions, etc.) covered by testing. This analysis shall lead to the identification of additional
verification effort needed if the coverage achieved is unsatisfactory. Testing results may lead to
the re-examination of the fault assumptions and the modification of the system design or
implementation.

When discrepancies occur, between expected and actual results, and corrections are implemented
in the system regression testing should be done to ensure that the corrections introduced are
successful and also that no additional errors are introduced in the system.

Relation to System Lifecycle

Testing can be applied once an implementation of the system or its components is available.
Three levels can be distinguished for testing:

•  unit testing: each component is tested with respect to its specification

•  integration testing: check components integration with respect to the architecture and
identify the faults that are due to interactions between system components. In particular,
special attention should be put on the integration of the various hierarchical fault and
error processing mechanisms.
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•  system testing: testing the global system.

A combination of different testing methods at each level of testing is recommended to increase
confidence in the system.

AssessorÕs activities

Different aspects should be covered during the assessment of testing activities by the assessors.
Assessment must address:

•  the test plan which includes the definition of the test methods and the test criteria used,
tests cases applied and test environment and tools, etc.

•  the test report: which details the test outputs and the test coverage achieved, records the
identified faults and failures, and states to what extent the test coverage and criteria are
satisfied.

The primary role of the assessor is to check that the information provided meets all requirements
of the criteria. They must examine the correctness and completeness of the test procedures and
results. The assessors shall ensure that the test coverage achieved is sufficient in accordance with
the confidence level required. They can check by sampling the results of the tests or ask for
supplementary tests to be performed.
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4.3.5.3 Formal methods and Proof-of-correctness

Name of the CPA

Formal methods and Proof-of-correctness

Objectives

Formal methods can help in the development and presentation of clear, precise, and
unambiguous statements of requirements, assumptions, specifications and designs.
They can be used to verify some properties related to the specification itself, or to show
the consistency between the successive refinement levels of the design

Inputs

Formal verification requires a formal
description of the requirements and a
statement of the properties that could
lead to unacceptable failure
conditions.

Outputs

•  Description of the properties checked

•  List of specification faults and
inconsistencies discovered and suggestions
for their correction

•  Report on Formal Methods & Proofs

Mapping to Confidence Level

Rigour Detail Independence

Level 1 - - -

Level 2 RL 1 DL 1 IL 1

Level 3 RL 2 DL 1 IL 2

Level 4 RL 3 DL 2 IL 3

Methods and Tools

See [Rushby 1993]

Objective

A mathematical proof is a finite series of inferences in a formal system, i.e., in a formalism
involving a syntax and a semantics based on a mathematical background associated with
manipulation rules which enable to perform transformations and verifications. Such proofs may
be used to verify some properties related to the specification itself, and in this case the corner
stone is the determination of the properties to be satisfied by the specification. They may also be
used to show the consistency between the successive refinement levels of the design (from the
requirement down to the implementation).

Formal verification has the following advantages:

•  It is well suited to demonstrate the correctness of the basic mechanisms and algorithms
concerned with complex behaviours, including those concerned with concurrency and
synchrony (e.g. interrupt handling and co-ordination of multiple processes), those
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concerned with real-time constraints, those concerned with redundancy management and
fault tolerance, and those concerned with the manipulation of low-level hardware
features (e.g. the use of memory management and protection hardware to provide
partitioning and fault containment across tasks sharing the same processor).

•  Formal methods can help requirements authors to state what the component concerned is
intended to do, what it should not do, what constraints it must satisfy, and what
assumptions may be made about its environment.

•  Formal verification is well suited to prove negative properties: if the properties that
could lead to unacceptable behaviour are stated precisely, then formal methods can be
used to show that the system can not have these kinds of behaviours.

The following critical issues have to be considered when using formal methods and proofs:

•  Formal methods deal with models of the system not the system itself. The formal model
is generally derived from an informal specification. Consequently some testing is
required to validate the system with respect to this specification, and so, to complement
formal verification activities. Moreover, dependability validation criteria shall contribute
in assessing the validity of the models and the assumptions used in formal specification
and verification.

•  The validity of formal verification results depends on the validity of the proofs and the
tools used to support the verification process. In particular, the formal proofs, including
those checked by machine, may be incorrect. Note that tools validation is a more general
issue that should be addressed for any validation and verification activity supported by
tools.

Inputs

Formal verification requires a formal description of the requirements and a statement of the
properties that could lead to unacceptable failure conditions.

Description of the CPA

At each design level where formal verification is used, the analyst must identify the critical
component whose behaviour will be proved, derive a list of potential unacceptable behaviour and
prove that these behaviours can not occur. The use of formal methods leads to consider the
following issues: what the component concerned is intended to do, what it should not do, what
constraints it must satisfy, and what assumptions may be made about its environment.

Levels

Rigour

The following classification of formal methods according to their level of rigour is
based on [Rushby 1993].



4. Criteria Framework

83

RL 1

Use of concepts and notation from discrete mathematics. This consists of replacing
some of the natural language used in requirements statements and specifications with
notation and concepts derived from logic and discrete mathematics. This formalised
description can help in the development and presentation of clear, precise, and
systematic statements of requirements, assumptions, specifications and designs.
Moreover, it provides a compact notation of these statements to be written down and
communicated with less ambiguity than natural languages, and to systematise and
guide the elaboration and the refinement of the specifications and design
assumptions. Verification activities are generally performed in the informal style.

RL 2

Use of formalised specification languages with some mechanised support tools (such
as syntax checkers, typecheckers, etc.). In addition to the benefits of the methods
corresponding to RL1, these methods allow specifications to be structured into units
with explicitly specified interfaces. Mechanised tools allow accurate detection of
certain types of faults, or may make it simple to trace dependencies through large
specifications. It may be possible also to quickly generate a simulation, or prototype
implementation from a specification either automatically or with some human
guidance. Proofs at this level are usually performed informally by hand, except for
some methods which provide explicit formal rules of deduction.

RL 3

Use of fully formal specification languages with comprehensive support environments
including mechanised theorem proving or proof checking. These methods employ a
specification language with a very direct interpretation in logic, and with
correspondingly formal proof methods. Proof mechanisation can take the form of a
proof checker (i.e., a computer program that checks the steps of a proof proposed by a
the human user) or of a theorem prover (i.e. a computer program that attempts to
discover proofs without human guidance) or, most commonly of something in
between. The reason for using mechanised theorem proving is not to relieve human
users of responsibility, but to augment their ability to conduct arguments of great
length and in extreme detail.

Detail

The use of formal methods is strongly encouraged to provide complete analysis and
exploration of those aspects of design that seem least well covered by other
correctness verification techniques. These arise in redundancy management,
partitioning and the synchronisation and co-ordination of distributed components, and
primarily concern fault tolerance, timing, concurrency and non determinism. Only
two levels of detail are considered for the use of formal methods.
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DL 1

Formal methods should be used to support the correct refinement of the specification
of some selected critical dependability related mechanisms and algorithms concerned
with complex behaviours (e.g. redundancy management, partitioning,
synchronisation, state consistency, etc.). The use of formal methods should be
focused on proving that these mechanisms do not exhibit certain undesired properties.

DL 2

Besides the requirements defined for DL1, it should be ensured that the
implementation of algorithms and mechanisms are faithful to their verified
specifications. This level of detail shall be required only if the complexity of these
mechanisms can be handled by currently available methods and tools.

Independence

The independence levels defined in the sequel apply to the verification of the
formalised specification and not to the development of the specification itself.

IL 1

The verification of the formal specification and of the validity of the proofs generated
by hand shall be done by an independent person.

IL 2

The verification of the formal specification and of the validity of the proofs generated
by hand shall be done by an independent department.

IL 3

The verification of the formal specification and of the validity of the proofs generated
by hand shall be done by an independent organisation.

Definition of Confidence Levels for Formal Methods

Rigour Detail Independence

Level 1 - - -

Level 2 RL 1 DL 1 IL 1

Level 3 RL 2 DL 1 IL 2

Level 4 RL 3 DL 2 IL 3

Table 8: Definition of Confidence Levels for Formal Methods
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Methods and Tools

Several formal specification and verification methods and tools are currently available. The
methods differ by the level of rigor, the availability of some mechanised support tools for
theorem proving or proof checking, the kind of behaviour they are more suited to address, and
their applicability in the life cycle stages of the development.

Before applying formal methods to a system development, it is important to consider carefully a
number of choices and decisions: for what purpose are formal methods to be applied, to what
components and properties, and with what level of rigor?

A presentation of several formal methods and tools, and a discussion about selection criteria can
be found in [Rushby 1993].

Output

The results of formal verification shall be documented in a report, which must include the
following information:

•  the objectives of formal verification: what are the components concerned, what
properties are verified, what are the assumptions stated,

•  the methods and tools used and justification of these choices,

•  the results of the verification process.

Use of the Results

If an unacceptable behaviour is identified by this method, changes in the system design have to
be made, which either eliminate the identified undesired behaviour or limit its effect to an
acceptable level.

Relation to System Lifecycle

In examining where in the lifecycle formal methods may be best applied, we need to consider the
effectiveness and the cost of formal methods relative to other methods. In both these dimensions,
there is a strong case against applying formal methods late in the lifecycle due to the complexity
of the system representation at this stage [Rushby 1993].

AssessorsÕ activities

The main role of the assessors is to analyse the information provided about the scope of the
formal method used, the properties analysed, and the adequacy of the methods and tools used to
meet the objectives.
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4.3.5.4 Behavioural analysis

Name of the CPA

Behavioural analyses

Objectives

Behavioural analysis consists of verification performed on a behaviour model deduced
from either its specification, or its design, or the implementation. The models allow
the verification of general properties such as consistency, completeness, absence of
deadlocks, etc. and also specific properties deduced from the requirements (for
instance, that a specific sequence of events should not occur)

Inputs

The model used for behavioural
analysis is deduced from the
specification or the structure of the
component analysed. Verification
properties should also be specified.
Some properties should be deduced
from the hazard analyses.

Outputs

•  Description of the properties checked

•  List of design faults discovered and
suggestions for their correction

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL1 DL 1 IL1

Level 2 RL 2 DL 1 IL 1

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 3 IL 3

Methods and Tools

Graphs, Decision tables, Finite-State machines, State-charts, Petri nets, etc.

Objective

Behavioural analysis consists of verification performed on a behaviour model deduced from
either its specification, or its design, or the implementation. The models allow the verification of
general properties such as consistency, completeness, absence of deadlocks, etc. and also specific
properties deduced from the requirements (for instance, that a specific sequence of events should
not occur).

Behaviour analysis shall focus on system behaviour in presence of faults to ensure that fault
assumptions are properly covered by protection and fault tolerance mechanisms.

The popularity of behavioural analyses is increasing since they can be used along the
development process for specifying, designing as well as for verification purposes. These
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techniques are well suited to analyse complex behaviour of the system such as concurrency,
synchronisation, real-time constraints, etc. Moreover, the reference models can be used for the
design of functional tests cases. Several behavioural models have to be constructed to catch
several aspects of the system behaviour. Some available methods allow the construction of
hierarchical models that facilitate the analysis of the system. Nevertheless, verification based on
behavioural analyses is limited by the complexity of the models constructed, and the validity of
the results depend on the accuracy of the models. Exhaustive state exploration or exhaustive path
searching methods are generally unfeasible, verification is therefore limited based of a partial
analysis. This limitation applies to all verification techniques.

Inputs

The model used for behavioural analysis is deduced from the specification or the structure of the
component analysed. Verification properties should also be specified. Some properties should be
deduced from the hazard analyses.

Description of the CPA

Levels

Rigour

RL 1

Behavioural analysis shall focus on a selected subset of system properties, which are
significant with respect to system dependability objectives. The objectives and the
results of the behavioural analysis shall be stated and the methods and tools used to
achieve these objectives shall be identified.

RL 2

Behavioural analysis shall focus on a selected subset of system properties, which are
significant with respect to system dependability objectives. The objectives of
behavioural analysis shall be described together with the models used. The
assumptions made shall be explained and justified based on the results of the hazard
analysis. Finally, the methods and tools used to achieve the objectives shall be
justified and the results obtained shall be explained and correspondence between the
objectives and the results shall be demonstrated.

RL 3

Besides the requirements corresponding to RL2, behavioural analyses shall be
supported by computer aided simulation tools. Justification should be given about the
adequacy of the tools to meet the objectives and about the level of validation of these
tools.
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Detail

DL 1

Behavioural analysis shall be used to verify some properties derived from high level
requirements.

DL 2

Behavioural analysis shall be used to verify some properties derived from high level
requirements and low level requirements.

DL 3

Behavioural analysis shall be used to verify some properties derived from high level
requirements and low level requirements. Additional behavioural analyses shall be
based on a model derived from the implementation of the system.

Independence

IL 1

Behavioural analyses shall be performed by independent persons.

IL 2

Behavioural analyses shall be performed by an independent department.

IL 3

Behavioural analyses shall be performed by an independent organisation.

Definition of Confidence Levels for Behavioural Analyses

Rigour Detail Independence

Level 1 RL1 DL 1 IL1

Level 2 RL 2 DL 1 IL 1

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 3 IL 3

Table 9: Definition of Confidence Levels for Behavioural Analysis
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Methods and Tools

Techniques available for performing behavioural analyses include graphs, decision tables, finite
state machines, Petri nets, statecharts, etc. These techniques are supported by automatic tools that
provide valuable help in building and validating the models (see [Davis 1993]).

Output

Behavioural analysis contributes to the identification of faults in different design stages of the
system. They also contribute to the increase the confidence about the correct behaviour of the
system with respect to some critical properties. The output of behaviour analysis shall record the
properties checked by behavioural analyses and the faults identified that should lead to some
modification of the system.

Moreover, the models used for performing behavioural analyses can be used as reference models
for the generation of functional test cases to test the final implementation of the system.

Use of the Results

Inconsistencies or incompleteness in the specifications identified at this stage should be solved:
either the design should be modified, or evidence should be provided to show that the identified
vulnerabilities cannot have critical consequences on the system behaviour.

Relation to System Lifecycle

Behavioural analyses can be used along all the design stages of the dependability life cycle.

AssessorÕs activities

The role of the assessor is to check the results of the behavioural analysis. He has to assess if the
analyses performed are representative of the expected behaviour of the system and to ensure that
the critical issues of the design are covered by the analyses performed. The assessor verification
activities should be guided by the information provided by the hazard analyses.
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4.3.5.5 Traceability analysis

Name of the CPA

Traceability Analysis

Objectives

The purpose of traceability analysis are: 1) check that each high level requirement is
satisfied by low level requirements (top-down traceability), 2) check that each low
level requirement correspond to a specified high level requirements (bottom-up
traceability), 3) understand which requirements are verified by each test case and
verification procedure.

Inputs

To perform the traceability analysis,
the dependability requirements and
the detailed description of the system
at each stage when the traceability
analysis is performed, are needed.

Outputs

•  List of requirements not covered by the
design, by the implementation of the
system, or by the operation, maintenance
and disposal procedures, and justifications

•  List of design elements which do not
correspond to specified requirements, and
justifications

•  Report on Traceability Analysis

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL1 DL1 IL 1

Level 2 RL1 DL1 IL 1

Level 3 RL2 DL2 IL 2

Level 4 RL2 DL 2 IL 2

Methods and Tools

Cross-references, matrices, axiomatic, RTM, etc. (see [Davis 1993, Pearson 1998])

Objective

The traceability of the requirements through the lifecycle is particularly important for critical
systems: we must be sure that every requirement (either functional or non functional) is satisfied
by the implementation, and that the implementation does not provide functions other than those
required.

The purpose of traceability analysis are: 1) ensure that each high level requirement is satisfied by
low level requirements (top-down traceability), 2) ensure that each low level requirement
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correspond to a specified high level requirements (bottom-up traceability), 3) understand which
requirements are verified by each test case and verification procedure.

Confidence in the system is built up by checking that the dependability related functions of the
target of evaluation are correctly refined throughout the different steps of the dependability
lifecycle. In particular, it is important to analyse the traceability of the fault and error assumptions
and ensure that these assumptions are handled correctly by dependability related functions and
mechanisms.

Traceability analysis is a basic technique for ensuring the correct refinement of the dependability
requirements through the design up to implementation. This technique should be combined with
the other verification techniques since the traceability of some requirements can only be ensured
by the use of those techniques.

Inputs

To perform the traceability analysis, the dependability requirements and the detailed description
of the system at each stage when the traceability analysis is performed, are needed.

Description of the CPA

Levels

Rigour

RL1

The traceability analysis shall demonstrate that each high-level requirement is taken
into account by the implementation. The traceability analysis should also show the
correspondence between the test procedures and the requirements.

RL2

The traceability analysis shall demonstrate that each high-level requirement is taken
into account by the implementation, and each low level requirement traces to a high-
level requirement. All functions implemented in the system should be traceable to a
parent requirement. There should be no implemented functions that do not correspond
to a specified and validated requirement.

The traceability analysis should also show the correspondence between the test cases
and verification procedures and the requirements.

Detail

DL 1

The traceability analysis shall be focused on dependability related functions and
requirements.
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DL 2

Both functional and dependability related requirements should be covered by
traceability analysis.

Independence

IL 1

The traceability analysis can be done by the developers.

IL 2

The traceability analysis shall be done by an independent person.

Definition of Confidence Levels for Traceability Analysis

Rigour Detail Independence

Level 1 RL1 DL1 IL 1

Level 2 RL1 DL1 IL 1

Level 3 RL2 DL2 IL 2

Level 4 RL2 DL 2 IL 2

Table 10: Definition of Confidence Levels for Traceability Analysis

Methods and Tools

Several frameworks and methods for traceability are reported in the literature [Pearson et al.
1998], e.g. cross-references, matrices, relational, axiomatic. In [Davis 1993], a Requirements
traceability matrix (RTM) is proposed to support traceability analysis. In its simplest form, an
RTM is a two dimensional table with one row for every requirement and one column for each
design item. An X is placed in each entry where the design item helps to satisfy the indicated
requirement. When completed, a row with no Xs indicates that there exists a requirement that is
not met, i.e., no part of the design contributes to its satisfaction. A column with no Xs indicates
an extraneous design item.

Output

The traceability analysis helps to identify:

•  the requirements which are not covered by the design, by the implementation of the
system, or by the operation, maintenance and disposal procedures,

•  the design elements which do not correspond to specified requirements.
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Use of the Results

Based on the results of the traceability analysis, the system design must be updated and modified
to meet the requirements.

Relation to System Lifecycle

Traceability analysis can be applied at each stage of the development lifecycle.

AssessorsÕ Activities

The role of the assessor is to check that the traceability analysis is complete and is achieved
correctly. The completeness of a requirement traceability analysis will depend on the complexity
of the system and the confidence level.

The assessor shall check that the traceability analysis has been done and the results obtained are
satisfactory with respect to the confidence level. He shall ensure that all critical requirements
(including those related to system installation, maintenance and disposal) are covered by the
traceability analysis.

4.3.5.6 Recommended verification techniques: Summary

None of the verification techniques mentioned in the previous section can ensure that all residual
faults have been revealed and fixed. Therefore, they should be complementary for at least two
reasons: first they do not always apply to the same stages of the development process, and
second, in essence they are quite different and each verification technique is more suited to reveal
a specific class of faults. As illustrated by several experimental studies, the combined use of
several verification techniques is required to ensure a satisfactory confidence level in the system
correctness. As a result, a proper verification process calls for the combined utilisation of several
techniques.

The choice of the techniques to be used is highly dependent on the complexity and the criticality
of the component to be assessed:

For all confidence levels, the combined utilisation of static analysis and testing techniques should
be a suitable and cost effective verification process for any system:

•  Static analyses: they can be applied at each stage of the development process and to each
development working product (specification and design documents, verification plans, etc.).
A large proportion of faults can be revealed early after their introduction: the efficiency of
this low cost technique has been illustrated on several case studies and it is very easy to use;
however, in order to be efficient, static analyses should be done rigorously.

•  Testing techniques: they allow, in particular, the coverage of the dynamic aspects of the
system behaviour that can hardly be addressed by static analyses techniques. Whatever the
level of application of testing (unit level, integration level, system level), it is recommended
to use a mixed strategy for the generation of the test patterns: probabilistic test patterns
complemented with deterministic test cases which are focused on the verification of some
specific points in the input domain which are difficult to cover with random patterns.
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For Levels 3 and 4, behavioural analyses as well as formal methods should be required in
addition.

The following table summarises the mapping between Correctness Verification activities and
confidence levels (combination of CPAs is addressed in Section 4.6).

Correctness Verification Methods Level 1 Level 2 Level 3 Level 4

Testing RL1, DL1, IL1 RL1, DL2, IL1 RL2, DL3, IL2 RL3, DL3, IL3

Static analysis RL1, DL1, IL1 RL2, DL2, IL1 RL2, DL3, IL2 RL3, DL3, IL3

Traceability analysis RL1, DL1, IL1 RL1, DL1, IL1 RL2, DL2, IL2 RL2, DL2, IL2

Behavioural analysis RL1, DL1, IL1 RL2, DL1, IL1 RL3, DL2, IL2 RL3, DL3, IL3

Formal methods - RL1, DL1, IL1 RL2, DL1, IL2 RL3, DL2, IL3

Table 11: Mapping between Correctness Verification activities and Confidence Levels

4.4 Dependability Validation

4.4.1 Motivation and scope

The purpose of Dependability Validation activities is, to ensure that a system is compliant with
the stated objectives. The main problem is that many generally stated objectives can not be
directly translated into specific requirements or directly implementable specifications for the
system, where compliance to those requirements or the specification can be demonstrated by
more easily verifiable correctness arguments. So the main objective of the validation activities is
to ensure that a system does not have undesirable side-effects, which do not contradict the system
specification but result in a system behaviour that may have intolerable consequences (i.e. may
not satisfy the dependability objectives).

The Dependability Validation activities address the problem that

•  any specification of a system is incomplete with respect to the overall objectives,

•  the set of assumptions made during the specification and design process can not be
documented completely

•  and that some of the assumptions made during system construction, operation or
disposal may be wrong.

The activities defined in this section try to address specific aspects of the problem stated above.
They can never guarantee that all flaws are identified, but they nevertheless increase the
confidence in the system.

There are different reasons why a system may fail to fulfil its objectives but is still compliant
with the derived requirements and specifications. Those reasons are:

•  Wrong or incomplete assumptions have been made in the process of deriving
requirements and specifications from the stated objectives,
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•  The requirements and specifications derived from the objectives are incomplete or
wrong.

Several areas may be affected by those two aspects:

•  Some functions may not be well suited for specific situations (Suitability),

•  Some functions may be conflicting with one or more other functions in specific
situations. This may lead to cases where the objectives are not fulfilled (Binding),

•  The system is too difficult to use and usage errors therefore have a high probability
(Ease of Use),

•  The mechanisms/algorithms used in the implementation have weaknesses which may be
in contradiction with the objectives (Strength of Mechanism),

•  The implementation may have additional side effects, which are in contradiction with
some aspects of the objectives (Vulnerabilities).

The confidence providing Dependability Validation activities and techniques listed in Section
4.4.2 deal with the problems mentioned above. When a given activity is specific to one
dependability attribute, this is explicitly mentioned.

4.4.2 Dependability Validation Confidence Providing Activities

This section presents the following dependability validation confidence providing activities:

•  Penetration Analysis

•  Covert Channel Analysis

•  Experimental Evaluation

Covert Channel Analysis is specific to confidentiality.
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4.4.2.1 Penetration Analysis

Name of the CPA

Penetration Analysis

Objectives

This activity tries in a systematic way to identify faults that may lead to a critical
situation. To do this, the negative objectives for the system are turned into ÒpositiveÓ
objectives for the penetration analyser. For example, if the objective is in the form
ÒThe system shall never do xÓ, it is turned into the task for the penetration tester: ÒTry
to identify a situation, where the system does xÓ.

Inputs

•  Dependability target

•  TDA design documentation

•  TDA implementation

•  System operation procedure

Outputs

List of potential faults, with a description of
their exploitability and suggestions for
removal or for protection against them

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 2

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL3 IL 3

Methods and Tools

Fault Hypothesis Method

Objective

This activity tries in a systematic way to identify faults that may lead to a critical situation. To do
this, the negative objectives for the system are turned into ÒpositiveÓ objectives for the
penetration analyser. For example, if the objective is in the form ÒThe system shall never do xÓ, it
is turned into the task for the penetration tester: ÒTry to identify a situation, where the system
does xÓ.

This activity is usually performed when an implementation of the system, subsystem or
component being studied is available. However, it could be used also during the design stages. In
that case, the penetration analysis becomes similar to static verification techniques. Thorough
inspections and reviews of the design documents and modelling and simulation of system
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behaviour in the presence of faults might lead to the identification of scenarios where some
known vulnerabilities are not properly handled.

Penetration analysis is mainly a Dependability Validation CPA. However, it can be also used as a
Dependability Requirements Validation CPA if it is applied during the design stages.

Penetration analysis is a main activity in the security sector to achieve a high level of confidence.
Although the method initially starts with the view of a "penetrator", who deliberately tries to
break into a system, it can also be applied generally for dependable systems. In this case the
objective is to identify a combination of valid input values that may bring the system into a
potentially critical situation. This may be achieved by a hypothesis for those critical situations
(i.e., negating the objective or requirement) and then trying to identify scenarios (combination of
valid input values) which will (or may) lead to this situation. With this interpretation, penetration
testing can be applied for all dependability objectives.

Inputs

To perform the penetration analysis, the penetration tester needs the system Dependability Target
(containing the system dependability objectives, the system dependability policy and the
assumptions on the environment of the system), the system design documentation, the system
implementation, the system operational procedures (for operation phase).

Description of the CPA

The penetration tester shall use a systematic approach to identify the parts of the system that may
contain faults. The following steps can be followed:

1. Define the scope and the boundaries of penetration analysis.

2. Define a list of known faults and vulnerabilities to be checked.

3. For each fault and vulnerability, try to identify a scenario where dependability related
requirements are not satisfied.

4 .  Summarise the results and identify improvement areas of the system design to
address the problems identified during the penetration analysis activity.

Levels

Rigour

RL 1

The penetration tester shall make informal inspections and generate and conduct a
small number of penetration test cases from the observations made during the
inspections.
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RL 2

The penetration tester shall apply the Fault Hypothesis Method (see Methods and
Tools) to generate penetration test cases. The generation as well as the results of the
verification shall be documented in a penetration test plan.

RL 3

The penetration tester shall apply the Fault Hypothesis Method to generate
penetration test cases. All verification cases shall be described in a penetration test
plan, which documents all four stages of the Fault Hypothesis method.

The following issues can provide guidelines to generate penetration analysis
verification cases:

•  Past experience with flaws in other similar systems.

•  Ambiguous, unclear architecture and design.

•  Circumvention of ÒomniscientÓ dependability controls.

•  Incomplete design of interfaces and implicit sharing.

•  Deviations from the protection policy and model.

•  Deviations from initial conditions and assumptions.

•  System anomalies and special precautions.

•  Operational practices, prohibitions, and spoofs.

•  Development environment, practices, and prohibitions.

•  Implementation errors.

Whenever a fault could not be confirmed, a detailed description shall be given
explaining what has been done to try to confirm the fault and justifying, why the fault
could not be confirmed.

Some members of the penetration analysis team shall have significant experience in
penetration analysis of systems similar to the one that is analysed.

Detail

DL 1

The penetration analysis shall use the implementation documentation down to the
architectural and detailed design documentation of the TDA

DL 2

The penetration analysis shall use the implementation documentation down to the
architectural and detailed design documentation of the TDA as well as the software
implementation.
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DL 3

The penetration analysis shall use the implementation documentation down to the
architectural and detailed design documentation of the TDA as well as the software
implementation and the hardware and firmware design and implementation of the
system.

Independence

IL 1

The penetration analysis shall be performed by the developers within the
development team.

IL 2

The penetration analysis shall be performed by a team not directly involved in the
development of the system to be assessed.

IL 3

The penetration analysis shall be performed by a team independent from the
organisation(s) involved in the development of the system to be assessed. All
members of the team shall have significant experience with systems similar to the one
that is assessed.

Definition of Confidence Levels for Penetration Analysis

Rigour Detail Independence

Level 1 RL 1 DL 1 IL 1

Level 2 RL 2 DL 1 IL 2

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL3 IL 3

Table 12: Definition of Confidence Levels for Penetration Analysis

Methods and Tools

The central method for penetration analysis is the Fault Hypothesis Method (FHM) (in the
security area called "Flaw Hypothesis Method").

This method consists of four stages:

1. Fault Generation develops an inventory of suspected faults.

2. Fault Confirmation assesses each fault hypothesis as true, false, or unchecked.
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3. Fault Generalisation analyses the generality of the underlying dependability weakness
represented by each confirmed fault.

4. Fault Elimination recommends fault repair, or the use of external controls to manage
risks associated with residual faults.

A description of the Fault Hypothesis Method and a preliminary list of areas where faults can be
expected are given in [NRL-Handbook].

Output

The outputs of a penetration analysis consists of a list of potential faults, with a description of
their exploitability and suggestions for removal or for protection against the fault through
measures in the system environment.

Use of the Results

The faults identified in the penetration analysis are rated according to the hazard rating method
used. Hazards rated with an unacceptable high value have to be reduced or eliminated in the same
way as those identified in the initial hazard analysis. All documentation affected by the changes
to the system or the environment must be updated.

Relation to System Lifecycle

Penetration Analysis can be applied during design, implementation, integration, operation and
maintenance.

AssessorÕs activities

The penetration analyses done by the developers should also be complemented by penetration
tests performed by the assessors with levels of detail and rigour defined in accordance with the
required confidence level. The main objective is to confirm or disprove the claimed minimum
strength of dependability mechanisms implemented in the system and to ensure that known
vulnerabilities are properly handled by the system.
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4.4.2.2 Covert Channel Analysis

Name of the CPA

Covert Channel Analysis

Objectives

A covert channel analysis can be applied for systems with the objective to prohibit the
flow of information to specific users or to external or internal entities (mainly to ensure
confidentiality). This objective may be introduced during system design through the
use of specific mechanisms that require the prohibition of the flow of specific
information held in the system (e. g. passwords or keys).

Inputs

A formal or semi-formal specification
of the design to be analysed has to be
provided and the flows of information
that the system has to prohibit have to
be specified

Outputs

List of potential covert channels, with a
description of the exploitability and an
estimation of the bandwidth of the channel

Mapping to Confidence Level

Rigour Detail Independence

Level 1*

*does not apply for level 1
- - -

Level 2 RL 1 DL 1 IL 1

Level 3 RL 2 DL 2 IL 2

Level 4 RL 3 DL 3 IL 3

Methods and Tools

Shared Resource Matrix Method, Information flow Method, Covert Flow Tree Method

Objective

A covert channel analysis can be applied for systems with the objective to prohibit the flow of
information to specific users or to external or internal entities (mainly to ensure confidentiality).
This objective may be introduced during system design through the use of specific mechanisms
that require the prohibition of the flow of specific information held in the system (e. g. passwords
or keys). This activity shall be performed during the system construction phase. It is usually
performed at the end of the construction phase based on the system implementation. However, it
can also be used during the detailed design stage. Therefore, covert channel analysis is mainly a
Dependability Validation CPA, but it can also be used for Dependability Requirements
Validation.
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Although a lot of research work has been spent in this area, there is still no systematic way to
detect covert timing channels. But also for the analysis of covert storage channels the existing
methods are all over pessimistic in the sense that they discover also those potential covert
channels, which can not be exploited in practice and therefore do not result in a serious fault.

Inputs

To perform a covert channel analysis a formal or semi-formal specification of the design to be
analysed has to be provided and the flows of information that the system has to prohibit have to
be specified. In the case of a covert channel analysis for the implementation, this implementation
has to be provided in form of source code and/or complete formal or semi-formal hardware
descriptions.

Description of the CPA

The flow of information between all entities defined in the design or implementation is analysed
and it is checked if this flow does not contradict the specified information flow requirements.
Usually one of the methods listed in the sequel is used to perform this analysis.

Levels

Rigour

RL 1

The Covert Channel Analysis is performed by an informal analysis using one of the
described analysis methods. The analysis may not include a systematic search for
covert timing channels. A short argument is given why and how an identified channel
can be exploited. The bandwidth of exploitable covert channels is estimated in an
informal way.

RL 2

The Covert Channel Analysis is performed in a formal way which ensures the
completeness of the analysis of storage channels with respect to the underlying
method and the design level analysed. The analysis also includes a systematic search
for timing channels. For each identified potential covert channel, a convincing
argument should be given to state if the channel is exploitable or not. The bandwidth
of exploitable covert channels is estimated by a formal calculation using well defined
input parameters.

RL3

The Covert Channel Analysis is performed in a formal way assisted by a tool suitable
to identify covert storage channels. This tool shall ensure the completeness of the
analysis with respect to the underlying method and the design level analysed. The
analysis also includes a systematic search for covert timing channels. For each
identified covert channel rated as unexploitable a convincing argument is given for
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this rating. For each exploitable covert channel a description is given detailing how it
can be exploited. In addition a test case is provided demonstrating the exploitation of
the channel. The maximum bandwidth of each exploitable covert channel is
calculated based on verified assumptions and input parameters.

Detail

DL 1

The Covert Channel Analysis is applied to the architectural and detailed design of the
system. The analysis is limited to covert storage channels.

DL 2

The Covert Channel Analysis is applied to all design and implementation phases and
includes also a search for covert channels at the source code level.

DL3

The Covert Channel Analysis is applied to all design and implementation phases and
includes a search for covert channels at the source code level. In addition the system
hardware architecture is carefully analysed for potential covert channels.

Independence

IL 1

The Covert Channel Analysis shall be performed by the developers.

IL 2

The Covert Channel Analysis shall be performed by a team not directly involved in
the development of the system to be assessed.

IL 3

The Covert Channel Analysis shall be performed by a team independent from the
organisation(s) involved in the development of the system to be assessed. All
members of the team shall have significant experience with systems similar to the one
that is assessed.



SQUALE Evaluation Criteria (4th draft) January 1999

104

Definition of Confidence Levels for Covert Channel Analysis

Rigour Detail Independence

L e v e l  1 *

*does not apply for level 1

- - -

Level 2 RL 1 DL 1 IL 1

Level 3 RL 2 DL 2 IL 2

Level 4 RL 3 DL 3 IL 3

Table 13: Definition of Confidence Levels for Covert Channel Analysis

Method and Tools

The following methods for covert channel analysis exist:

•  Shared Resource Matrix Method

•  Information Flow Method

•  Covert Flow Tree Method

Some other methods are listed in research oriented papers and may be considered for specific
applications.

All methods try to identify and describe the information flow between system entities in a
systematic way, thereby identifying potential covert channels. An informal analysis has to be
performed thereafter to check, if the potential covert channel identified by the method can be
exploited in the real system.

Several proprietary tools exist for covert channel analysis, which are related to formal
specification and verification methods endorsed by the National Computer Security Center in the
US. In addition some software analysis tools which check the dynamic behaviour of programs
may be used to assist in a covert channel analysis. All those tool are limited to the detection of
covert storage channels.

Output

The output of a covert channel analysis consists of a list of potential covert channels with a
description of the exploitability and an estimation of the bandwidth of the channel.

Use of the Results

The output of the covert channel analysis should lead to a modification of the design (if the
channel is rated as a fault with unacceptable consequences). The results should also be
communicated to system integrators/system accreditors or system operators to inform them about
the potential danger associated with a specific channel and how those problems may be
overcome.
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Relation to System Lifecycle

Covert Channel Analysis is applied in the detailed design and the implementation and integration
phase of the system lifecycle.

AssessorÕs activities

The role of the assessor is to examine thoroughly the results of the covert channel analysis and
possibly to complete it by performing its own analyses.

4.4.2.3 Experimental Evaluation

Name of the CPA

Experimental Evaluation

Objectives

This activity consists in evaluating system dependability measures, or partial measures
describing the behaviour of the most critical parts of the system (e.g. fault tolerance
mechanisms), based on data collected during the execution of the real implementation.
The main objective is to ensure that the quantitative dependability objectives are met
by the final implementation of the system before its release to operation and during the
operation phase.

Inputs

•  Specification of Dependability
Objectives and Dependability
Related Functions

•  Results of Hazard Analyses

Outputs

•  Description of experimental evaluation
experiments and results

•  Dependability measures evaluated and
comparison with Dependability Objectives

•  Report of Experimental Evaluation

Mapping to Confidence Level

Rigour Detail Independence

Level 1 RL1 DL 1 IL1

Level 2 RL 2 DL 1 IL 1

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 2 IL 3

Methods and Tools

Fault injection, field testing, statistical evaluation
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Objective

This activity consists in evaluating system dependability measures, or partial measures describing
the behaviour of the most critical parts of the system (e.g. fault tolerance mechanisms), based on
data collected during the execution of the real implementation. The main objective is to ensure
that the quantitative dependability objectives are met by the final implementation of the system
before its release to operation and during the operation phase. When the system is exercised with
real inputs, data is collected and processed by statistical techniques to evaluate the dependability
measures. This data can be collected during fault injection experiments performed on a real
prototype, or during system testing in its operational environment (i.e., during field testing), or
during system operation.

It is noteworthy that experimental evaluation and probabilistic quantitative evaluation (see
Section 4.2.3) are complementary. Indeed, modelling leads to the definition of parameters
characterising the stochastic processes (failures, repairs, coverage, etc.) described in the model.
These parameters can be estimated based on the data collected during the experimental
evaluation. On the other hand, modelling can be used to define the most important parameters for
which detailed experiments are needed to provide realistic estimations (for instance coverage,
latency, etc.).

Inputs

The Dependability Target and the results of dependability requirements validation CPAs
(especially, hazard analyses, common causes analyses and probabilistic quantitative evaluation)
are needed to support and define experimental evaluation experiments.

Description of the CPA

Experimental evaluation involves the specification of the quantitative measures to be evaluated,
the definition and execution of controlled experiments for the evaluation of these measures, and
finally the statistical processing of the data collected from the experiments and the evaluation the
specified measures.

Levels

Rigour

RL 1

The objectives and the experimental evaluation results of analysis shall be stated and
the methods and tools used to achieve these objectives shall be described.

RL 2

The objectives of the experimental evaluation shall be described together with the
experimental environment used. The assumptions made shall be explained and
justified. It should be shown that the experimental evaluation experiments are
performed according to realistic conditions close to the real operational environment.
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RL 3

Besides the requirements corresponding to RL2, the experimental evaluation shall
address the impact of different classes of faults (permanent faults, transient faults,
etc.) and lead to the evaluation of the fault tolerance coverage achieved by the fault
tolerance mechanisms. The statistical techniques used to obtain coverage estimates
shall be described and justified. Finally the validity of the evaluation tools used shall
be assessed.

Detail

DL 1

Experimental evaluation shall be based on data collected during system testing and
field testing.

DL 2

Controlled experiments should also be defined to analyse the most critical parts of the
system, especially, to evaluate the efficiency of fault tolerance and protection
mechanisms.

Independence

IL 1

Experimental evaluation shall be performed by independent persons.

IL 2

Experimental evaluation shall be performed by an independent department.

IL 3

Experimental evaluation shall be performed an independent organisation.

Definition of Confidence Levels for Experimental Evaluation

Rigour Detail Independence

Level 1 RL1 DL 1 IL1

Level 2 RL 2 DL 1 IL 1

Level 3 RL 3 DL 2 IL 2

Level 4 RL 3 DL 2 IL 3

Table 14: Confidence Levels for Experimental Evaluation
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Methods and Tools

Experimental evaluation is based on data collected when the system is exercised with real inputs.
This data can be collected during fault injection experiments performed on a real prototype, or
during system testing in its operational environment, or during system operation. The data
collected is processed by statistical techniques to estimate the values of the parameters used in the
probabilistic quantitative evaluation models to evaluate the dependability measures. These
measures can also be evaluated directly form the collected data.

Output

The outputs of experimental evaluation activities and the experiments performed should be
described in detail to allow the assessors to check the validity of the evaluations and to asses their
completeness with respect to specified objectives.

Use of the Results

The outputs of experimental evaluation are needed to evaluate the dependability level achieved
by the system. The verification of the results obtained is therefore important to analyse the
validity of the design decisions, and to ensure that the dependability level achieved before
operation is satisfactory. If the results are not satisfactory, modification of the system design or
additional testing of the system is required to remove residual faults.

Relation to System Lifecycle

Experimental evaluation is to be applied once a real implementation of the system or its
components is available. The evaluations should be updated when data is collected during testing.
In particular, the data collected during the testing of the overall system under operational
conditions should be used to evaluate the dependability measures of the final system before its
delivery. Evaluations are to be carried out also during the operation of the system for
maintenance planning and to provide feedback for future developments.

AssessorÕs activities

The main role of the assessors is to examine:

•  the representativity and the validity of the assumptions considered,

•  the validity of the methods used and the experiments performed,

•  the results of evaluation to check whether the objectives are satisfied.
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4.4.2.4 Dependability Validation Activities: Summary

Table 15 summarises the mapping between dependability validation activities and the confidence
levels.

Dependability Validation
Activities

Level 1 Level 2 Level 3 Level 4

Penetration Analysis RL1, DL1, IL1 RL2, DL1, IL2 RL3, DL2, IL2 RL3, DL3, IL3

Covert Channel Analysis - RL1, DL1, IL1 RL2, DL2, IL2 RL3, DL3, IL3

Experimental Evaluation RL1, DL1, IL1 RL2, DL1, IL1 RL3, DL2, IL2 RL3, DL2, IL3

Table 15: Relation between Dependability Validation Activities and Confidence Levels

The selection of dependability validation confidence providing activities and methods depends on
the dependability attributes of the system, the life cycle phases that have to be addressed by the
evaluation and the target confidence level. In addition, the selection is influenced by sector
specific or system specific needs. In particular, some factors such as the system complexity, the
novelty of the design, the types of technologies used, and the availability of experimental data on
similar products and systems, should be considered to find a right mix of the validation activities
to be used, and corresponding levels of rigor, detail and independence. Moreover, alternative
validation methods, which are not included in the Criteria, can be used, provided that convincing
arguments and justifications are given to demonstrate the suitability and efficiency of these
methods. When alternative techniques or alternative combination of levels of rigour, detail and
independence are specified, the dependability target document shall specify, which of the
alternative techniques shall be used and which alternative has to be taken in the definition of the
rigour, detail and independence levels. The choice may be restricted by the demand to be
compliant with a sector specific standard.

4.5 Process Quality

4.5.1 Objective

4.5.1.1 Introduction

The objective of Process Quality (PQ) is to ensure that the system development is properly
structured, planned and controlled, in particular that:

•  there is a defined system lifecycle (for the whole life of the system from conception to
last decommissioning)

•  there are appropriate plans and procedures to control the development, operation,
maintenance, and decommissioning of the system

•  there is adequate evidence that the plans and procedures are followed in practice.
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It should be noted that the quality checks defined in these Criteria are not the same as those
defined in quality assurance standards such as ISO 9000, which are concerned with the controls
implemented by an organisation. These Criteria address only those quality checks which are
specific to a particular dependable system, which is the subject of an assessment.

4.5.1.2 Lifecycle

Confidence in a dependable system may be increased if its passage through all stages of its life
are properly controlled.

Firstly there should be a defined and structured lifecycle which identifies the stages through
which the system can pass. In general the lifecycle will define the activities that can be applied to
the system at each stage, the inputs to these activities, the outputs from these activities and the
documentation that will be produced.

4.5.1.3 Plans and Procedures

Within the structure of the lifecycle, all activities must be planned with adequate resources.
Different organisations may be responsible for different parts of the system lifecycle, for
instance, a company may be responsible for the development and installation of a system but not
its, maintenance, operation or decommissioning. In the following text, the term project is used to
mean those parts of the system lifecycle that a particular organisation is responsible for and can
be expected to control. The plans will identify such things as:

•  lifecycle

•  the project organisation and roles

•  interfacing with clients, subcontractors, regulatory authorities and other organisations

•  justification of competence for key roles

•  dependability and other requirements imposed from outside

•  project activities

•  project schedules

•  project resources

•  progress reporting

•  review and approval

•  project risk management

•  documentation to be produced

•  quality management

•  configuration management

•  change management

•  procedures to be followed for all activities.

There must be defined procedures for all the project activities.  These will define how each
activity is to be carried out.



4. Criteria Framework

111

4.5.1.4 Evidence

Evidence of the adequacy of the plans and procedures and the compliance with these is provided
in two ways: through quality control and quality assurance (QA).

The quality control provides the development team control activities (such as review and
walkthroughs) that ensure that activities have been performed properly.  For instance, a plan can
be reviewed for completeness, consistency, compliance with contractual and other requirements
and compliance with documentation standards. The quality assurance is provided by a person or
persons who are independent of the project team. They will:

•  provide guidance on the appropriate controls and procedures to be used

•  check that the plans and procedures are appropriate and are being applied
correctly.

Thus there is one CPA, viz. Quality Assurance (QA).

4.5.2 Quality Assurance

Name of the CPA

Quality Assurance

Objectives

To provide assurance that the project is properly structured, planned and controlled

Inputs

•  project inputs such as contract,
company procedures etc.

•  plans

•  procedures

•  outputs from development activities

Outputs

•  guidance

•  review comments

•  audit reports

•  approvals

Mapping Confidence Levels to Dependability Profile

Same level of rigour, detail and independence

The QA personnel are independent of the development team

Methods and Tools

checking, reviewing, witnessing, auditing

4.5.2.1 Objectives

The objective of QA is to provide assurance that the project is properly structured, planned and
controlled.  In general, the QA staff will also provide guidance to the development team on such
things as the appropriateness on procedures or how to tailor the organisationÕs standards and
procedures to the particular needs of and constraints of the project.



SQUALE Evaluation Criteria (4th draft) January 1999

112

4.5.2.2 Inputs

The inputs to the QA activities are:

•  all the inputs to the project (such as the contract, externally imposed requirements,
organisation standards and procedures, external standards etc.)

•  project plans and procedures

•  other project outputs

•  the project activities.

4.5.2.3 Description of the CPA

Two distinct groups of people are involved in QA Ð the development team and the QA staff.

The development team provide the bulk of the inputs to the QA process by:

•  producing appropriate plans and procedures to control all aspects of its work on the
project

•  implementing these plans and procedures correctly.

The QA staff provide assurance that the appropriate plans and procedures are in place and that
they are implemented correctly.  They will do this by

•  providing guidance to the development team on the appropriateness of organisation or
other standards and procedures

•  checking in various ways that the development team is structuring, planning and
controlling the project properly.

4.5.2.4 Levels of Rigour, Detail and Independence

The same level of rigour, detail and independence will be used regardless of the Dependability
Profile.

The QA staff shall be independent of the development team (including the project manager).

4.5.2.5 Methods and Tools

The QA staff will use a number of techniques that will generally include:

•  participating in reviews etc.

•  witnessing reviews

•  checking the level and type of review comments from development team reviewers

•  being part of the approval process

•  witnessing testing

•  auditing the development team against some or all of the plans and procedures

•  checking the knowledge of the staff involved to ensure that there is general familiarity
with the processes being used and that they are therefore being effective
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•  providing guidance to the development team on the appropriateness of organisation or
other standards and procedures.

The QA staff are not necessarily expected to have all the technical expertise of the development
team.  For instance, they might well review a document for compliance with documentation
standards but would not necessarily review it technically.  Rather, they would be expected to
obtain assurance that appropriate staff have performed the technical review properly.

The details of the QA activities will be defined in the Quality Plan and other quality related plans
and procedures.

4.5.2.6 Output

The output from the QA activities will be defined in such documents as the Quality Plan and
Quality Procedures but will typically include such things as:

•  guidance to the development team on the appropriateness of procedures etc.

•  review comments

•  approval signatures

•  audit reports.

4.5.2.7 Use of the Results

The results of the QA activities will improve the management and control of the development
team work.  For instance:

•  review comments will can a item to be modified

•  notification of non-adherence to a procedure will cause the development staff to operate
differently or cause the procedure to be changed

•  withholding an approval signature may prevent the project progressing to the next stage
(e.g. from design to manufacture) until something is rectified.

Normally, any QA comments on the project will be directed to the project staff who will
normally agree a response with the QA staff.  Exceptionally, if the project staffÕs response is not
acceptable, then the QA staff will use their independent reporting line to senior management who
can then exert suitable pressure on the project.

4.5.2.8 Relation to the System Lifecycle

The QA activities run in parallel with the development team activities, that is, throughout the
whole lifecycle.

4.5.2.9 Assessor Activities

The assessor will do sufficient checking of the QA and development team activities to gain
adequate confidence that all the Criteria requirements have been met.
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It recommended that, where possible, the assessor QA activities are carried out at the same time
as other assessor activities.  For instance it may be simple to check that the right review and
approval actions have been carried out on a hazard analysis at the same time as checking its
technical accuracy and completeness.

The assessor can use any appropriate technique. They can include:

•  checking documents, conformance certificates etc. for appropriate signatures

•  auditing the QA staff

•  repeating QA activities such as reviewing documents, auditing the development team,
witnessing testing.

4.6 Mapping between Attributes, Levels and Actions

4.6.1 The Mapping Table

Table 16 gives the mapping from the Dependability Profile (Attributes and Confidence Levels) to
CPAs and levels of Rigour, Detail and Independence. The mapping is independent of the
Dependability Attribute except for Confidentiality.

Each entry in the tables gives:

•  the recommendation of whether the CPA should be used

•  the required levels of Rigour, Detail and Independence if the CPA is used.

The recommendations are indicated as follows:

- There is no recommendation for or against the use of this CPA.

R The technique is recommended and the CPA should be used with
the specified levels of Rigour, Detail and Independence.
However, it might be possible to justify using a lower level of
Rigour, Detail and/or Independence if this is compensated by
using another CPA from the same CPP with a higher level of
Rigour, Detail and/or Independence.  For instance, the use of
formal methods with proofs can compensate for a reduced level of
testing (possibly at the module level) but it cannot replace testing
entirely.

HR The CPA is highly recommended.  A very strong justification
must be provided if the CPA is used at a level below the required
levels of Rigour, Detail and Independence.



4. Criteria Framework

115

The required levels of Rigour, Detail and Independence are given as:

RLn, DLn, ILn when different levels are possible for the CPA (see the
descriptions of the CPAs in the earlier sections of this chapter for
details)

one level when only one level is possible

- Since there is no recommendation for or against the use of the
CPA, no level of Rigour, Detail and Independence are identified

4.6.2 Selecting the Appropriate Dependability Profile

In general, different components of the system will have different Dependability Profiles. Figure
9 shows an example of a system decomposed into components with different Dependability
Profiles.

S1, C0, É S1, C3, É

Component B1 Component B2

S4, C0, É

Component A

S2, C3, É

Component B

S4, C3, É

SYSTEM (TDA)

Dependability
Requirements Validation
Correctness Verification

and Dependability
Validation at S1, C3,É

Dependability
Requirements Validation
Correctness Verification

and Dependability
Validation at S2, C3,É

Dependability
Requirements Validation
Correctness Verification

and Dependability
Validation at S1, C0,É

Figure 9: Example of Different Dependability Profiles

For each component, the Dependability Requirements Validation, Correctness Verification and
Dependability Validation CPAs should be applied with levels of Rigour, Detail and
Independence in accordance with the associated Dependability Profile. During the system
decomposition process, a hierarchy of Dependability Profiles might be defined with a
Dependability Profile associated with each component. The Dependability profiles of the sub-
components corresponding to a given hierarchical level, together with the associated
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Dependability Objectives and Dependability Related Functions should be validated taking into
account the Dependability Profile, Dependability Objectives and Dependability Related
Functions of the corresponding component belonging to the immediately superior hierarchical
level. The validation of the dependability refinement and allocation will be based on the CPAs
defined in Table 16 with levels of Rigour, Detail and Independence corresponding to the
dependability profile of the latter component.

If we take the example of components B, B1 and B2, the Confidence Providing activities should
be applied as follows:

•  Use CPAs with levels of Rigour, Detail and Independence corresponding to (S2, C3) to
ensure that the decomposition of (S2, C3) into (S1, C3) for B2 and (S1, C0) for B1 is correct
and valid (i.e., satisfies the requirements of B).

•  Use CPAs with levels of Rigour, Detail and Independence corresponding to (S1, C3) for B2
and (S1, C0) for B1, respectively to ensure that each component satisfies its allocated
requirements.

In all cases, the CPAs must be applied with respect to each Dependability Attribute at the
confidence level for that attribute. For instance, in the above example, Correctness Verification
testing of component B2 needs to be performed at Confidence Level 3 for confidentiality
functionality and at Confidence Level 1 for safety functionality.

The developer would not be prevented from performing a CPA at a higher Confidence level than
that required by the Criteria if it was thought to be more efficient. For example, in the case of
component B2, the developer might decide to perform one hazard analysis at Confidence Level 3
and address both safety and confidentiality.
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Confidence Level

CPP/CPA Attributes 1 2 3 4

Dependability Requirements
Validation

PHA All HR

one level

HR

one level

HR

one level

HR

one level

Probabil is t ic  Quanti tat ive
Evaluation

All but
confidentiality

R

RL1, DL1, IL1

HR

RL2, DL1, IL1

HR

RL3, DL2, IL2

HR

RL3, DL3, IL3

Common Cause Analysis All R

RL1, DL1, IL1

HR

RL2, DL1, IL2

HR

RL2, DL2, IL2

HR

RL2, DL2, IL3

Hazard Analysis All HR

RL1, DL1, IL1

HR

RL2, DL1, IL2

HR

RL3, DL2, IL2

HR

RL3, DL2, IL3

Correctness Verification

Static Analysis All HR

RL1, DL1, IL1

HR

RL2, DL2, IL1

HR

RL2, DL3, IL2

HR

RL3, DL3, IL3

Behavioural Analysis All R

RL1, DL1, IL1

R

RL2, DL1, IL1

HR

RL3, DL2, IL2

HR

RL3, DL3, IL3

Formal Methods & Proofs All -

-

R

RL1, DL1, IL1

R

RL2, DL1, IL2

HR

RL3, DL2, IL3

Testing All HR

RL1, DL1, IL1

HR

RL1, DL2, IL1

HR

RL2, DL3, IL2

HR

RL3, DL3, IL3

Traceability Analysis All HR

RL1, DL1, IL1

HR

RL1, DL1, IL1

HR

RL2, DL2, IL2

HR

RL2, DL2, IL2

Dependability Validation

Penetration Analysis All R

RL1, DL1, IL1

HR

RL2, DL1, IL2

HR

RL3, DL2, IL2

HR

RL3, DL3, IL3

Covert Channel Analysis Confidentiality -

-

HR

RL1, DL1, IL1

HR

RL2, DL2, IL2

HR

RL3, DL3, IL3

Experimental Evaluation All HR

RL1, DL1, IL1

HR

RL2, DL1, IL1

HR

RL3, DL2, IL2

HR

RL3, DL2, IL3

Process Quality

Quality Assurance All HR

one level

HR

one level

HR

one level

HR

one level

Table 16: Selection of CPAs by Dependability Confidence Profile
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5 Mapping to existing standards

The SQUALE Criteria have been designed to assess dependable systems for any industrial sector.
But in most industrial sectors, critical computing systems must be certified with respect to
existing standards, or will have to be compliant with future standards. Even if the SQUALE
Criteria present some advantages on other standards (e.g., by covering all dependability
attributes, rather than only safety or security), it would be very costly to realise independent
assessments, for the SQUALE Criteria, and for the sector-specific standard. That is why the
SQUALE Criteria have been designed to be flexible enough to adopt confidence providing
techniques that may be required in specific standards. This flexibility should facilitate the
assessment, with respect to a given standard, of a system previously assessed by using SQUALE
Criteria. The aim of this chapter is to show how the SQUALE Criteria may be adapted to
facilitate the assessment of a system according to existing standards (ITSEC, IECÊ1508, IECÊ880,
ENÊ50126, ENÊ50128, DOÊ178B). In each case, are indicated which complementary activities
required by these standards are not covered by the SQUALE Criteria.

On the other hand, this flexibility should enable certification bodies to define more precise
instantiations of the SQUALE Criteria, adapted to a particular sector or class of applications. This
could lead to new sector-specific standards, that would cover all the dependability requirements
which can be defined in this sector.

5.1 ITSEC

5.1.1 Introduction

The ÒInformation Technology Security Evaluation CriteriaÓ, commonly known as "ITSEC", is a
widely known and accepted basis for the security evaluation of IT-systems and products in
Europe.

It was derived as a harmonised approach from the schemes that had been defined in the UK,
France, Germany and the Netherlands. The ITSEC was published in 1991 by the European
Commission [CEC 91] and is a major input document for the Common Criteria, where the IT
Security Evaluation approaches of North America and Europe are harmonised.

5.1.2 Overview and Scope of ITSEC

The ITSEC defines Security as Òthe combination of confidentiality, integrity and availabilityÓ, so
it focuses on these three attributes of dependability. Nevertheless, in practice, most ITSEC
evaluations have been done principally against confidentiality requirements with attention being
paid to integrity or availability.

The evaluation approach of the ITSEC can be summarised as follows:

•  For each product or system that is going to be evaluated, a Security Target document must
be written.
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•  The ITSEC then define 7 evaluation assurance levels (E0 to E6) where E0 is the lowest
and E6 the highest level.

•  The assurance levels define the inputs and actions needed to assess the correctness of the
"Target of Evaluation" with increasing rigour and detail. In addition the ITSEC define
actions to assess the "Effectiveness" of the Target of Evaluation. The following areas are
covered by those Effectiveness criteria:

•  Suitability

•  Ease of Use

•  Strength of Mechanism

•  Binding

•  Construction Vulnerabilities

•  Operational Vulnerabilities

The ITSEC are accompanied by the IT Security Evaluation Manual (ITSEM) which describes the
evaluation methodology in detail. In addition, country specific schemes define the process how to
get an ITSEC certificate.

5.1.3 Similarities

The ITSEC defines the Target of Evaluation (TOE) as "an IT system or product which is
subjected to security evaluation". This is the equivalent to the SQUALE criteria's Target of
Dependability Assessment (TDA) with respect to the corresponding Dependability Attributes of
security.

Also the Security Target of the ITSEC is very similar to the Dependability Target of the
SQUALE criteria (see Section 3.5).

The ITSEC does not prescribe specific functional requirements but define generic headings that
should be used to describe functional requirements in the Security Target document. This is
nearly the same as in the criteria where no specific Dependability related functions are required to
be integrated into the system.

5.1.4 General differences

The ITSEC consider the attributes integrity, confidentiality and availability of security whereas
the SQUALE Criteria expand these to the concept of Dependability with the additional attributes
safety, reliability and maintainability. This leads to a precise and subtle description of the
criticality of a system with the Dependability Profile.

In practice, integrity and availability often have not been treated properly. The main emphasis in
Security Targets has been on confidentiality with few or no Security Enforcing Functions for
availability and integrity.

The ITSEC deal mainly with the assessment of products and system prior to their use. They do
not deal much with the development process or the system operation.
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The SQUALE Criteria give more guidelines for the development process, especially for the
concept exploration phase and the definition phase.

In addition to the SQUALE Criteria, the ITSEC describe some functionality classes in the annex
which can guide the design of Dependability related functions, especially those supporting the
attributes of security.

5.1.5 Confidence Levels

5.1.5.1 Introduction

The ITSEC then define 7 evaluation assurance levels (E0 to E6) where E0 is the lowest and E6
the highest level. For each level the document describes:

•  The requirements for the sponsor of the evaluation

•  The requirements for evidence

•  The actions that the assessors have to perform.

The ITSEC has a E0 to mean there is no confidence in the security of the TOE. A TOE either
passes its evaluation and achieves the required E level (say E3) or it fails and achieves E0. The
Criteria should allow an expected Dependability Profile of say A4, C2, R3, I2, S3, M3 and an
achieved Dependability Profile of A3, C1, R3, I1, S3, M2.

There is (only) one overall assurance level Ex, x ∈  {1, 2, 3, 4, 5, 6}, for a product or system in

the ITSEC.2 This may lead to an assurance level Ey which is the lowest common denominator of
the capabilities of the product or system according to security. The Dependability Profile
describes precise the different capabilities of a system in terms of the attributes of
Dependability3.

As there is not a single overall level in the SQUALE Criteria, there can be no direct relation
between an E-level (ITSEC) and a Dependability Profile (SQUALE) or a Confidence Level.
Paragraph 1.2 of the ITSEC allows for different E levels for different security functions and
allows different Security Targets for the different levels. This has often been interpreted by
allowing an assurance profile where different components of the TOE can have different E levels
but there must be sufficient separation between the components at the different levels.

5.1.5.2 Confidence Providing Activities (CPAs)

The Confidence Providing Activities in the SQUALE Criteria help the acquirer to get appropriate
requirements for the system, the developer to build a system with the required properties and the
supplier to provide a system which fulfils demonstrably the required properties.

                                                  

2 A system in the ITSEC is a "specific IT-installation, with a particular purpose and operational environment".

3 A system in the SQUALE criteria is "an integrated composite (people, products and processes) that provide a
capability to satisfy a stated need or objective, bound together to interact".
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In this section these CPAs are treated which are mentioned in the ITSEC and in the SQUALE
Criteria. The CPAs from the SQUALE Criteria which do not appear in this section, are not
mentioned in the ITSEC.

Dependability Requirements Validation Activities

For every E-level the ITSEC requires a "vulnerability analysis" which corresponds to the
SQUALE PHA. With increasing level number the vulnerability analysis is done with increasing
level of rigour and detail. It is done by the assessor independently from the developer.

Correctness Verification Activities

For every E-level the ITSEC requires testing and tracing. At level E1 there is no independence
between the assessor and the developer required. From level E3 "re-testing" is required to be
done by the assessor.

From level E4 "formal models of the security enforcing functions" are required to be done by the
developer/sponsor. The assessor has to check them.

Dependability Validation Activities

From level E2 penetration testing is required to be done by the assessor.

Process Quality Assessment

Is not mentioned explicitly in the ITSEC.

5.1.5.3 Level of Rigour, Detail and Independence

It is required by the ITSEC that the assessor is an independent person or organisation.

5.1.6 Dependability Target

For each product or system that is going to be evaluated, the ITSEC requires a Security Target to
be written, which contains:

- a description of the security functionality of the product or system,

- the target evaluation level,

- a description of the system security policy or a product Rationale,

- a description of the threats the product or system is going to counter,

- a description of the environment (in case of a system) or the assumptions on the
environment (in case of a product),

- a description of the security objectives,

-  an (optional) high level description of the mechanisms that implement the
security functions.
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This Security Target is used as a baseline for the evaluation.

This approach is nearly the same as in the SQUALE Criteria. In addition and with respect to all
Dependability Attributes the SQUALE Criteria requires the following:

•  the initial needs of the system,

•  an (initial) description of the system and its environment,

•  the Dependability Profile,

•  the Dependability related functions.

5.1.7 Lifecycle

The ITSEC treats the Construction Phase with the Development Process and the Development
Environment, and the Operation Phase of the system to be evaluated. This means:

During the Development Process the ITSEC focus mainly on the required deliverables, e.g. a
formal model, and not on the process itself. For the Development Environment especially the
Configuration Control is evaluated. For E-levels Higher than E2 there are requirements for the
programming languages.

For the Operations Process only the documentation for the user and the Administration
documentation is evaluated together with information about the Configuration and the Delivery
Procedures together with the Start-up procedures.

5.2 IEC 1508

5.2.1 Introduction

This section presents the mapping between IEC 1508 and the Criteria.

The mapping uses the 1995 draft of IEC 1508. At the time of writing (Summer 1998) IEC 1508 is
undergoing revision and is now called IEC 61508.

5.2.2 Overview

IEC 1508 sets out a generic approach for all safety lifecycle activities for achieving functional
safety in electrical/electronic/programmable electronic systems (E/E/PESs).  Assessment is
addressed as part of the approach.

Although parts of the standard suggest (particularly when describing the relationship of the
E/E/PES to the Equipment Under Control) that it is aimed at control systems of varying
complexity, other parts of the standard and discussions with the authors of the standard make it
clear that it applies to all safety related E/E/PESs. For instance, the standard would apply to a
standalone computer system with a medical database that decides (or strongly influences) the
drug dosages for a patient.
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The standard also provides an overall framework that is applicable to any safety related system
regardless of the technology used.  It gives only partial information about the activities at this
level.

5.2.3 General Similarities

Like the Criteria, IEC 1508 is generic in that it provides a unified approach that can be adopted
when generating application sector standards.

Both IEC 1508 and the Criteria require the developer to perform the activities that will provide
confidence in the safety/dependability of the system.

5.2.4 General Differences

IEC 1508 addresses only safety whilst the Criteria address 6 attributes of dependability, of which
safety is one.

IEC 1508 addresses the E/E/PES and software safety lifecycles within the whole system safety
lifecycle (from Concept to Decommissioning).  The Criteria address only the development of a
system.

IEC 1508 addresses all the activities needed to develop the E/E/PES including those (both
development and assessment ones) that will provide confidence in its safety.  The Criteria
concentrates on the developerÕs CPAs and the associated assessment activities.

IEC 1508 does not require a Dependability Target although the contents of the Dependability
Target are distributed among several documents that are required by the standard.

5.2.5 Dependability Target

IEC 1508 does not define a Dependability Target because the primary thrust of the standard is
aimed at the safety management of the whole lifecycle of the safety related E/E/PES - assessment
is only one activity within the lifecycle.

The information in the Criteria Dependability Target is contained in a number of IEC 1508
documents including the:

•  Safety Plan

•  Overall Concept Description

•  Overall Scope Definition Description

•  Hazard and Risk Management Description

•  Overall Safety Requirements Specification

•  Safety Requirements Allocation Description

•  Software Safety Requirements Specification

•  E/E/PES Safety Requirements Specification.
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5.2.6 Confidence Levels

5.2.6.1 Introduction

In IEC 1508 there are four safety integrity levels (SILs), SIL 1 (lowest) to SIL 4 (highest).  All
activities are mandatory for all SILs. The activities are essentially equivalent to the CPAs within
the Criteria but functional safety assessment is included as one of the activities. The SIL affects:

•  the level of independence of the personnel carrying out the activity

•  the techniques used for an activity

•  the allowable architecture of the E/E/PES.

5.2.6.2 CPAs

Table 17 shows how the IEC 1508 activities map to the Criteria CPPs and CPAs.  Some notes are
also provided to give more information about the nature of the mapping.

The table is organised by the Chapter headings within Parts 1 to 3 of IEC 1508.  The parts
address the following:

•  Part1 - General Requirements.  System level aspects are addressed in this part so
that the requirements for the E/E/PES and software safety lifecycles can be put
into context.

•  Part 2 - E/E/PES Requirements

•  Part 3 - Software Requirements.

IEC 1508 Requirements Criteria CPA

System Level Requirements (IEC 1508 Part 1)

Competence of Persons part of Process Quality, (IEC 1508 provides more
detailed requirements)

Safety Management part of Process Quality, (IEC 1508 provides more
detailed requirements)

Overall Safety Lifecycle part of Process Quality

Concept part of Dependability Target Construction

Overall Scope Definition part of Dependability Target construction

Hazard Analysis Preliminary Hazard Analysis and Hazard Analysis

Overall Safety Requirements part of Dependability Target construction

Safety Requirements Allocation part of Dependability Target construction

Overall Operation and Maintenance
Planning

not addressed because the Criteria address only
development

Overall Validation Planning part of Process Quality
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IEC 1508 Requirements Criteria CPA

Overall Installation and Commissioning
Planning

not addressed because the Criteria address only
development

Realisation : E/E/PES see E/E/PES Requirements below

Realisation : Other Technology
(identified in IEC 1508 but no
requirements provided)

-

Realisation : External Risk Reduction
Facilities

(identified in IEC 1508 but no
requirements provided)

-

Overall Installation and Commissioning not addressed because the Criteria address only
development

Overall Safety Validation

(IEC 1508 does not suggest any
techniques beyond test and analysis)

Dependability Validation

Overall Operation and Maintenance not addressed because the Criteria address only
development

Overall Modification and Retrofit Change Control within Process Quality

Decommissioning not addressed because the Criteria address only
development

Verification Verification Planning is part of Process Quality

Verification is covered in Correctness Verification

Functional Safety Assessment Assessment activities (IEC 1508 gives independence
levels)

Documentation part of Process Quality

E/E/PES Requirements (IEC 1508 Part 2)

Personnel Competence

IEC 1508 refers back to Part 1

part of Process Quality

Safety Management

IEC 1508 refers back to Part 1

part of Process Quality

E/E/PES Safety Lifecycle part of Process Quality

E/E/PES Safety Requirements
Specification

Dependability Target construction

E/E/PES Validation Planning part of Process Quality

E/E/PES Design and Development

IEC 1508 provides a lot of detail on
allowable architectures and design
techniques

the decomposition into components is implicit in
Dependability Target construction but the design
techniques etc. are not addressed.
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IEC 1508 Requirements Criteria CPA

E/E/PES Integration

consists of integration and testing

integration is implicit in Correctness Verification and
Dependability Validation

integration testing is addressed in Correctness
Verification

E/E/PES Operation and Maintenance
Procedures

not addressed because the Criteria address only
development

E/E/PES Safety Validation Dependability Requirements Validation and
Dependability Validation

E/E/PES Modification Change Control within Process Quality

E/E/PES Verification

includes verification planning

Verification Planning is part of Process Quality

Verification is covered in Correctness Verification

Functional Safety Assessment

includes independence levels

the form of the activities is not clear

Assessment activities

Documentation part of Process Quality

Software Requirements (IEC 1508 Part 3)

Competence of Persons

refers back to Part 1

part of Process Quality

Safety Management

refers back to Part 1

part of Process Quality

Software Safety Lifecycle part of Process Quality

Software Safety Requirements
Specification

part of Dependability Target construction

Software Validation Planning part of Process Quality

Software Design and Development

includes module testing and software
integration and testing

Software decomposition is implicit in Dependability
Target construction

Testing is part of Correctness Verification

Programmable Electronics (PE)
Integration (H/W & S/W)

integration and testing of software onto
the hardware

Integration is implicit in Correctness Verification and
Dependability Validation

Integration Testing is part of Correctness Verification

Software Operation and Maintenance
Procedures

not addressed because the Criteria address only
development

Software Safety Validation

includes independence levels

only testing techniques identified

Testing within Dependability Validation

Software Modification

includes independence levels for
modification approvals

Change Control within Process Quality
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IEC 1508 Requirements Criteria CPA

Software Verification

includes verification planning

Verification Planning is part of Process Quality

Verification is covered in Correctness Verification

Functional Safety Assessment

includes independence levels

the form of the activities is not clear

Assessment activities

Documentation part of Process Quality

Table 17: Mapping between IEC 1508 Activities and Criteria CPPs and CPAs

5.2.6.3 Level of Rigour

IEC 1508 allows different levels of rigour at the activity level (e.g. design) by recommending
different techniques for different SILs. Degrees of rigour are not specified within a technique.

5.2.6.4 Level of Detail

Levels of detail are not specified in IEC 1508.  All activities are required for all SILs and there
are no levels of detail specified for the various techniques.

5.2.6.5 Level of Independence

IEC 1508 recommends different levels of independence (independent person, department or
organisation) for:

•  performing Functional Safety Assessment

•  performing Software Safety Validation

•  authorising Software Modification.

5.2.7 Lifecycle

IEC 1508 defines:

•  the System Lifecycle, the System Safety Lifecycle within the System Lifecycle, the
E/E/PES Safety Lifecycle within the System Safety Lifecycle, the Software Safety
Lifecycle within the E/E/PES Safety Lifecycle,

•  the activities needed for each stage of the E/E/PES Safety Lifecycle and the Software
Safety Lifecycle (and some activities for the System Safety Lifecycle).

5.2.8 Assessment activities

IEC 1508 requires a Functional Safety Assessment activity.  The independence of the assessor
depends on the SIL.

Assessment actions are not defined in the standard - they will be defined in the Functional Safety
Assessment Plan.  However:
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•  IEC 1508, Part 1, Clause 8, describes the Functional Safety Assessment activities in
general terms

•  IEC 1508, Part2, Clause 8, E/E/PES Functional Safety Assessment, refers back to Part 1

•  IEC 1508, Part 3, Clause 8, Software Functional Safety Assessment, refers back to Part
1 and additionally defines:

- the software activities/deliverables that have to be assessed

- the level of independence for the assessor

•  IEC 1508, Part 3, Annex A, Table C.8 gives a list of recommended techniques for
Software Functional Safety Assessment.

The list of recommended assessment techniques includes checklists, software complexity metrics,
event tree analysis, FMECA, HAZOPS, Monte-Carlo simulation.  This suggests that the assessor
is expected to do some analysis rather than just check the project outputs.

5.3 EN 50126

5.3.1 Introduction

This section presents the mapping between SQUALE Criteria and EN 50126 standard. It points
out the differences and suggests how SQUALE Criteria have to be completed, if necessary, to be
compliant with this standard.

Notice that this standard is the top one of some other standards which are deduced from it: EN
50128 for the software, EN 50129 for electronic systems and EN 50159-1/2 for communication
in (closed/open transmission systems).

REF 01 EN 50126: Railway applications Ð The specification and demonstration of Reliability,
Availability, Maintainability and Safety (RAMS). (final draft Ð may 1998)

REF 02 EN 50128: Railway applications Ð Software for railway control and protection systems.

REF 03 EN 50129: Railway applications Ð Safety related electronic systems for signalling

REF 04 EN 50159_1: Railway applications Ð Communication, signalling and processing
systems. Part 1: Safety-related communication in closed transmission systems.

REF 05 EN 50159_2: Railway applications Ð Communication, signalling and processing
systems. Part 2: Safety-related communication in open transmission systems.

5.3.2 Overview

The EN 50126 standard provides a general process to manage RAMS requirements for railway
applications. EN 50126 is addressed to the manufacturer (design, development, verification and
validation) and end-user. It doesnÕt give explicitly objectives to the assessor or legal authority.
Nevertheless, some assessment requirements have to be checked for the system acceptance
(¤6.10).
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This standard concerns all levels of railway application (from system level down to software or
hardware components) (¤1.2) and covers all the lifecycle

EN 50126 defines RAMS objectives but introduce the new notion of Òquality of serviceÓ which is
the users (passengers for a railway system) point of view (¤4.2).

•  for RAM objectives, 3 classes are defined : significant, major, minor (¤4.5.2.2);

•  for safety objectives, probability of occurrence and gravity are defined to build a risk
evaluation and acceptance matrix.

Six frequency categories are defined: incredible, improbable, remote, occasional, probable,
frequent.

Four safety integrity levels (S.I.L.) are defined (¤4.6):

Level 1: insignificant

Level 2: marginal

Level 3: critical

Level 4: catastrophic

It is assumed that Level 0 is Òno safety-relatedÓ.

The risk is evaluated depending on the SIL and the frequency of occurrence of hazardous events.

A frequency crossed SIL table gives the risk level evaluation and acceptance (¤4.6.3.4 tab. 6)
depending on the safety objectives (contract, standard, legal rules,É.). Four categories are
proposed: intolerable, undesirable, tolerable, negligible.

EN 50126 doesnÕt give any quantitative objectives (¤1.1).

EN 50126 is convenient to new systems or to old systems to be updated (¤1.2).

EN 50126 supposes the manufacturer provide an assurance quality process compliant with ISO
9000 standards (¤5.3.5 d).

EN 50126 takes into account different points of view to accept a risk: ALARP, GAMAB, MEM.
(¤4.6.3.3.).

EN 50126 takes into account cost effectiveness of FDMS activities.(it is compliant with the
above principle) (¤5.2.3.).

5.3.3 General similarities

EN 50126 is based on a traditional system development lifecycle split in several phases from the
system concept (¤6.1) to the system disposal (¤5.2, ¤6.14).

EN 50126 requirements are very close to SQUALE requirements for RAM and Safety.
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5.3.4 General differences

EN 50126 is restricted to railway applications.

EN 50126 doesnÕt take into account (and so, all the other standards deduced from it):

•  security aspects (¤1.1., ¤4.3.4.)

•  assessment process (¤1.1)

•  entry into service authorisation by the concerned authority (¤1.1).

EN 50126 takes into account the quality of service (linked to FDM attributes): itÕs the user point
of view.

EN 50126 takes into account Òhuman factorsÓ (¤4.4.2.4.-¤4.4.2.11)

EN 50126 doesnÕt assign a level of detail/rigour/independence to each criterion but gives general
principles depending on SIL.

EN 50 126 takes into account the Òinfluencing factorsÓ depending on the system phase: system
conditions, operating condition, maintenance.

EN 50126 doesnÕt describe the ÒhowÓ but only the ÒwhatÓ (and ÒWhyÓ).

5.3.5 System lifecycle

SQUALE lifecycle is split into three main phases (Construction phase, Implementation phase and
decommissioning phase) themselves split in other sub-phases which are not explicitly described
(cf. CPA to identify some of them). EN 50126 proposes another decomposition (¤5.2 and fig. 8).
For each phase, tasks are detailed (¤5.2, fig.9).

5.3.5.1 Construction phase

SQUALE phase EN 50126 phase

Concept exploration and Design Concept

Design System definition and
application conditions

Design Risk analysis

Design System requirements

Design Apportionment of system
requirements

Detailed Design

Implementation

Design and implementation

Manufacture
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Integration and test Installation

System validation

System acceptance

5.3.5.2 Operation & maintenance phase

SQUALE phase EN 50126 phase

Operation

•  Start of operation

•  Operational control

Operation and maintenance

Maintenance

•  maintenance procedures

Operation and maintenance

cf. ¤4.3.5 b, c; ¤4.3.6 c, d, e

Check procedures are performed to warrant the same SIL when a component is modified.

5.3.5.3 Decommissioning phase

SQUALE phase EN 50126 phase Comments

Decommissioning Decommissioning and disposal Suggested but not described.

5.3.5.4 Deliverables list

For each system phase (cf. ¤6.i.4), EN 50126 gives the deliverables but doesnÕt explicitly
describe documents or products. Only, the contents of deliverables is suggested. For each CPA
Squale gives the content of deliverables in the output section.

5.3.6 Confidence levels used in EN 50126

Safety integrity level is applied depending on the system specification and risk: ¤5.2.2., 5.2.3.

Safety integrity level are compliant with SQUALE levels for safety (S1 to S4). But EN 50126
doesnÕt describe detail/rigor/independence for each activity. In fact, principles are general (cf.
¤4.7.2, ¤4.7.5) and applicable to each activity chosen by the developer/designer depending on its
SIL (¤5.3.6) and with a formal agreement of the end user.
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5.3.6.1 Level of rigor

EN 50126 doesnÕt use the notion of Òlevel of rigorÓ to manage Techniques and Methods. It is
assumed that activities are led in accordance with the SIL (cf. ¤5.3.6). EN 50126 doesnÕt describe
task or activities. It specifies the needs but not how (by which techniques or methods) to reach
them.

5.3.6.2 Level of independence

Depending on the safety integrity level, EN 50126 defines the level of independence between
design, verification, validation and assessment (¤4.4.2.11):

5.3.6.3 Level of detail

In EN 50126, the level of detail is not explicit. In fact, it is depending on the SIL (cf. ¤5.3.6).

5.3.6.4 Competence of persons

EN 50126 defines the need about competence of person (¤5.3.5 b).

5.3.7 Dependability target

EN 50126 mentions qualitative dependability objectives. It suggests typical RAMS parameters in
the informative annex C.

5.3.8 Confidence providing activities

EN 50126 doesnÕt describe RAMS activities. It recommends, for lifecycle phases in the
informative annex B, some tasks and refers to standards for usable methods and tools.
Confidence is reached when all the defined activities are correctly performed.

5.3.8.1 Dependability Requirements Validation assessment

EN 50126 proposes RAM and safety activities but does not take into account security, integrity,
confidentiality attributes. In its scope, activities (cf. informative annex B) are defined to justify
and verify all RAMS requirements.

5.3.8.2 Correctness verification assessment

In EN 50126, verification is performed at each phase (¤5.2.9, ¤5.2.10). It is true for RAMS
activities as well as development activities. RAMS process can be seen as a second point of view
on the development process. Verification are defined as a supplier responsibility.

5.3.8.3 Dependability validation assessment

In EN 50126, validation is performed at each phase (¤5.2.9, ¤5.2.10). RAMS activities allow to
ensure that development process fulfilled the dependability objectives.
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Validation is defined as a supplier responsibility.

5.3.8.4 Process quality assessment

EN 50126 assumed (¤5.3.5.d.) that process development is compliant with EN ISO 9001, EN
ISO 9002 and EN 29000-3 standards. The developer has to write an assurance quality plan.

EN 50126 requires a configuration management system (¤5.3.5 e).

5.3.9 Criteria applicability

The SQUALE Criteria seem compliant with EN 50126 standard requirements. Two omissions are
identified:

•  a link to the Òquality of serviceÓ from RAM attributes,

•  the lack of the hazard log.

5.4 EN 50128

5.4.1 Introduction

The EN 50128 standard covers software for railway control and protection systems. It is a part of
a set of railway standards: EN 50126, EN 50129 and EN 50159-1/2. This standard specifies rules
and techniques to be applied during the software development and validation depending on its
safety integrity level as defined in EN 50126.

REF 01 EN 50126 Railway applications Ð The specification and demonstration of reliability,
availability, maintainability and safety (RAMS)

REF 02 EN 50129 Railway applications Ð Software for railway control and protection
systems.

5.4.2 Overview

EN 50128 describes the goal of the software assessment (chapter 14) and gives a set of general
criteria to be satisfied. However, this standard is addressed to the development or verification and
validation teams more than the assessment team.

Software Safety Integrity Level (SWSIL) are defined taking into account the risk (probability of
occurrence and gravity defined at the system level). According to EN 50126, five safety integrity
levels are defined:

Level 0: not safety-related

Level 1: low

Level 2: medium

Level 3: high

Level 4: very high
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SWSIL are used to class software components.  The constraints about independence to be applied
to the software are depending on its SIL level.

There is no explicit RAM objective for software.

5.4.3 General similarities

EN 50128 is based on a traditional software development lifecycle split into several phases.
Unfortunately, it does not take into account a development process entirely based on formal
method and tools.

EN 50128 distinguishes two kinds of activities:

•  Verification: to check that the phase products are compliant with their inputs (and
then, with their superior phase)

•  Validation: at each phase, to check conformity between the products and their
specifications.

5.4.4 General differences

EN 50128 does not take into account:

•  security aspects

•  assessment process

•  entry into service authorisation by the concerned authority  (¤1.1).

So, EN 50128 is focused only on safety aspects. However, described activities or methods can
also meet other RAM objectives.

EN 50128 does not describe the decommissioning phase.

EN 50128 considers the possibility of re-using software (already validated and assessed).

EN 50128 considers the use of generic software configured by specific data or COTS software.

EN 50128 does not assign a level of detail/rigour/independence to each criterion but gives
general principles depending on the software SIL.

5.4.5 Software lifecycle

SQUALE lifecycle is split into three main phases (Construction phase, Implementation phase and
decommissioning phase) themselves split in other sub-phases. Applied to software, it is easy to
cross-reference with EN 50128 sub-phases.
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5.4.5.1 Construction phase

SQUALE phase EN 50128 Phase EN 50128 Phase

Design phase S/W requirements specification

Software architecture

Software assessment

Implementation S/W design and implementation

S/W verification and testing

Software/hardware integration

Software assessment

Integration and test Software validation Software assessment

Software development is performed in a top-down approach up to the smaller software
component (which can be described).

5.4.5.2 Operation and maintenance phase

SQUALE phase EN 50128 Phase

Start of operation not described (out of software)

Operational control not described (out of software)

Maintenance procedures Software maintenance

5.4.5.3 Decommissioning phase

Not described in EN 50128.

5.4.5.4 Deliverables list

EN 50128 gives a list of software documentation or product for each phase.

EN 50128 Phase

SW quality assurance plan SW plans

SW configuration management plan SW plans

SW verification plan SW plans

SW integration tests plan SW plans

SW/HW integration tests plan SW plans

SW maintenance plan SW plans

SW requirements specification SW requirements

SW requirements test specification SW requirements
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SW requirements verification report SW requirements

SW architecture specification SW design

SW design specification SW design

SW architecture and design verification SW design

SW module design specification SW module design

SW module test specification SW module design

SW module verification report SW module design

SW source code SW code

SW source code verification SW code

SW module test report SW testing

SW integration test report SW testing

SW/HW integration test report SW/HW integration

SW validation report SW validation

SW assessment report SW assessment

SW change records SW maintenance

SW maintenance records SW maintenance

5.4.6 Confidence levels used in EN 50128

Software safety integrity level is produced in accordance with EN 50126: ¤5. It is depending on
the system specification and risk: ¤5.2.2, 5.2.3.

Safety integrity levels are compliant with SQUALE levels for safety (S1 to S4). But EN 50128
doesnÕt describe detail/rigor/independence for each activity. In fact, principles are general and
applicable to each activity chosen by the developer/designer depending on its SIL.

5.4.6.1 Level of rigour

Techniques and level of rigor are used in accordance with the software SIL: annex A (normative).
EN 50128 distinguishes four classes to recommend or mandate technique:

M mandatory (the technique has to be used)

HR highly recommended

R recommended

- no request

5.4.6.2 Level of independence

Depending on the safety integrity level of the software, EN 50128 defines the level of
independence between design, verification, validation and assessment: ¤6.2.6., 6.2.8., 6.2.10,
14.4.1.
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5.4.6.3 Level of detail

The level of detail is not explicit. In fact, it is depending on the software SIL: ¤14.4.1, 14.4.6,
14.4.8, and the kind of activity.

5.4.6.4 Competence of persons

EN 50128 defines criteria about competence of persons: ¤6.2.3, 6.2.4, 6.2.5.

5.4.7 Dependability target

EN 50128 does not mention dependability objectives. It takes into account only the software SIL
(based on safety objectives).

5.4.8 Confidence providing activities

EN 50128 describes several activities and, if necessary, gives possible combination of activities.
The confidence is reached when all the defined activities (described in the software safety plan)
are correctly performed.

Activities and their constraints (mandatory, recommendedÉ) are described in annex A
(normative).

5.4.8.1 Dependability requirements validation assessment

EN 50128 standard is related to software, at a step where all dependability and safety needs are
already defined from the upper phases. Therefore, there is no such activities dedicated to
software.

5.4.8.2 Correctness verification assessment

EN 50128 describes verification activities at each step of the software development cycle. No
activities are mandatory but highly recommended taking into account the software SIL.

5.4.8.3 Dependability validation assessment

EN 50128 doesnÕt mention dependability objectives. It takes into account only the software SIL
(based on safety objectives). Validation software activities are proposed and some of them are
mandatory for SIL 3 or SIL 4 software. In fact, it can be implicit that dependability objectives are
taking into account by the means of the software specifications.

5.4.8.4 Process quality assessment

EN 50128 gives specific criteria in ¤15. It is assumed that software development is compliant
with EN ISO 9001 (highly recommend) and EN 29000-3 standards. The developer has to write a
software assurance quality plan.
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5.4.9 Criteria applicability

SQUALE criteria concern a larger scope than the CENELEC EN 50128 standard applicable to
railway safety software. Limited to the same scope, they are compliant with this standard because
criteria are generic but standard is more accurate because it is specific to software process. EN
50128 standard has to be completed by specific activities in case of dependability or security
attributes.

5.5 IEC 880

5.5.1 Introduction

The standard covers software for safety systems of nuclear power stations and provides extensive
guidance for all the lifecycle phases of highly reliable software development and operation and
for the corresponding verification and validation activities.

5.5.2 Overview

IEC 880 is not a standard focused on assessment methods description. However it specifies safety
functions to be use in designing nuclear power stations instrumentation control software and
gives recommendations for the use of techniques and tools during software production and
operation.

5.5.3 General Similarities

Software lifecycle and documentation to be produced at the end of each phase are similar to
SQUALE development documentation and correctness documentation.

IEC 880 verification activities are quite similar to SQUALE correctness verification activities,
except for behavioural analysis which is missing. Generally IEC 880 gives more importance to
testing activities at each level of software decomposition than to other activities.

Level of independence although limited to two levels in IEC 880 is introduced for testing
activities.

5.5.4 General differences

IEC 880 validation corresponds to SQUALE testing activity (correctness verification) and must
not be confused with SQUALE validation activities. SQUALE validation activities do not have
corresponding IEC activities. Hazard analysis is not included as a required study, however
techniques to avoid errors are prescribed with functions to meet the single failure criteria.

Notions of Confidence level, Rigour level, level of detail and competence of persons are
unknown in this standard.
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5.5.5 Confidence levels used in IEC 880

5.5.5.1 Introduction

IEC 880 used the concept of function classes according to IEC publications 643 and 639. The
standard applies only to high reliable software which are used to generate safety functions (Class
1 functions defined in the IEC publication 643), non-safety functions are defined by publication
639.

There is no direct links between these two function levels with the five confidence level defined
in SQUALE, however class 1 functions could be mapped to SQUALE level 3 and above, while
the second class could be mapped to SQUALE level 2 and below.

5.5.5.2 Confidence Providing Activities

In IEC 880 the description of Confidence Providing Activities are scattered from chapter 4 to
chapter 8. Following paragraphs state the correspondence with SQUALE activities, only for the
construction phase.

Correctness verification assessment

Correctness verification activities of IEC 880 covers quite well SQUALE activities. Verification
of Dependability requirements, design, implementation, integration, operation and maintenance
are realised by a set of techniques described in IEC 880 annexes and covers SQUALE items:

•   static analyses;

•   formal methods and proof of correctness;

•   testing.

 Traceability analysis is not treated as rigorously as in SQUALE criteria and behavioural analysis
is missing.

 The following IEC paragraphs are relative to correctness verification activities:

•  ¤4.9 are requirements for software functional quality requirements that are included in
SQUALE correctness verification criteria;

•  ¤6.1 describes the verifications process which is equivalent to SQUALE correctness
verification process. Emphasis is given on testing activities;

•  ¤ 6.2 fixes verifications activities.

•  ¤ 6.2.1 requires a verification plan specifying activities to be done by the verification
team;

•  ¤ 6.2.2 describes verification activities for design phases. It corresponds to SQUALE
correctness verification activities excluding behavioural analysis. Phase concludes with
a verification report (see annex F.M5) and a review;
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•  ¤ 6.2.3 describes verification of the coding phase focused on testing verification (see
SQUALE correctness verification, testing activity). ¤6.2.3 specifies the contents of
verification:

•  the software test specifications (with software test procedures);

•  the software test report;

•  the hardware and software integration process and testing.

 Chapter 7 links integration of the software to system integration (hardware and software
combined) and requires a system integration plan (¤7.1 and ¤7.2) and system integration
procedures (¤7.4), both including software integration and testing (¤7.5). ¤7.7 specifies system
integration testing report.

 Chapter 8 is relative to software validation. The IEC 880 validation meaning is equivalent to
SQUALE testing activity at system level.

 The validation activities consist in validating hardware and software as a system in accordance
with the safety system requirements. The validation is conducted in accordance with a formal
validation plan which identifies the validation for static and dynamic cases. At the end of the
validation a validation report development is produced. This report summarises the results of the
hardware+software validation and assesses the system compliance with all requirements.

 Dependability validation assessment

 Missing in IEC 880.

 Process quality assessment

 Most of Confidence Providing Activities of Process Quality are missing in IEC 880 for the
construction phases. The standard just mentioned the diffusion process of software requirements
and requires control of system configuration and problem resolution procedure. However,
emphasis is given to modification control during operational phase.

 IEC 880 items are:

•  chapter 3 defines the requirements project structure which are given in terms of
requirements on software lifecycle and Quality Assurance Plan;

•  ¤4.11 define the diffusion process of functional requirements that should be included in
the Quality plan;

•  system configuration control treated in ¤7.3 and error resolution procedures (¤7.6) are a
subset of SQUALE process quality activities.

 Chapter 9 describes the procedures to be applied for a modification or during the maintenance
phase. A formal modification control procedure is established including verification and
validation:

•  a modification request is generated;
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•  the modification is evaluated independently and the decision is made (accept/execute or
reject/justify the modification);

•  after implementation of the modification, the whole verification and validation process
is performed again according to the modification analysis;

•  two reports are producedÊ:

•  a modification report resuming all actions made for the modification purposes;

•  a modification field document recording the date of the implementation and
the result of the specified observations.

5.5.5.3 Level of Rigour

The standard does not define levels of rigour and techniques to be used during software lifecycle
are recommended correspondingly. Level of rigour in technique use should be determined by an
analysis of the standards relative to the two classes of functions (safety related and non-safety
related).

5.5.5.4 Level of Detail of Assessment

IEC 880 does not define required level of detail for any assessment that is carried out.

5.5.5.5 Level of Independence

IEC880 is intended for use by development organisation and does not consider confidence
providing activities and assessment independently from the development activities. Just for
verification activities, and specifically only for software testing (see ¤6.2.1) independence of the
team should be assumed, but the standard does not make difference between independent
department and organisation. ¤6.2.1 states that independent implies verification either by an
individual or organisation which is separate from the developing individual or organisation and
specifies that the management of the verification team shall be separate and independent from the
management of the development team.

5.5.5.6 Competence of persons

The IEC 880 has no requirements regarding the competence of persons involved in the
development or of those that conduct the assessment.

However, special attention is prescribed for training of operators and instrumentation and control
specialists. Training of the personal shall be provided using a training system that react as close
as possible as the nuclear plant (simulator recommended including normal and abnormal reactor
conditions) and defined by a training plan.

5.5.6 Dependability Target

Most of the contents of the Dependability Target (DT) come from IEC 880 software requirements
described in its chapter 4.
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Software requirements contains the safety functions requirements and dependability objectives
and shall describe the functions, their interfaces and how they are designed. Chapter 4 and its
corresponding annexes gives also guidance for functional design and requirements for functions
that shall be provided in order to meet the main dependability objectives.

•  ¤4.1 DT chapter Dependability Related Function Specification;

•  ¤4.2 (see also A.2.2.) DT chapter Dependability Objectives;

•  ¤4.3 Safety guide 50-SG-D3/1980 should appear in DT chapter Dependability Policy;

•  ¤4.4 DTD chapter Initial need and Environment Analysis and IEC publication 639
should be indicated in chapter Dependability Policy. ¤4.4 describes the environment of
the software and its interfaces. Interfaces specification should be detailed in DT ¤
Dependability Related Function Specification and Allocation;

•  ¤4.5 could be included in DT Chapter Dependability Related Function Specification and
Allocation. This part specifies functions dedicated to the prevention of radioactive
release. Prevention of radioactive release should appear in the DT chapter Dependability
Objectives;

•  ¤4.6 The constraints should be described in DT chapter Dependability Related Function
Specification and Allocation;

•  ¤4.7 describes special operating conditions and should be splitted in DT chapter
Dependability Objectives, DT chapter Dependability Related Function Specification and
Allocation, and some studies in Hazard analysis;

•  ¤4.8 describes the requirements for the self-supervision (¤4.8.1), requirements for design
of safety functions (¤4.8.2), (¤4.8.3), (¤4.8.4), (¤4.8.5). ¤4.8 should appear in DT
chapter Dependability Policy;

•  ¤4.10 recommends the use of formal specification.

 For different level of the dependability target, improved during the construction phase, IEC 880
chapter 5 contents provide material that could be included in dependability policy. This chapter
consists of recommendations mainly for software design and coding and ends with a
documentation list.

•  ¤5.2.5 and 5.2.6 recommends the use of automatic tools;

•  ¤5.3 addresses recommendations for software design and coding that should be included
in DT chapter Dependability Policy;

•  ¤5.4 dresses the list of the documentation to be produced during the software lifecycle.

5.5.7 Software lifecycle

In SQUALE project the generic lifecycle is composed of three major phases, the construction
phase, the operation phase and the maintenance phase.

5.5.7.1 Construction phase

The system development lifecycle described in the IEC 880 fits perfectly into the SQUALE
lifecycle construction phase.
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The system development lifecycle is decomposed into three branches:

•  the hardware requirements;

•  the integration requirements;

•  the software requirements.

 Figure 10 below shows the adequacy of the software requirements branch with the SQUALE
lifecycle concerning the construction phase. In the same way, we could show the similarity of the
two other branches with SQUALE lifecycle construction phase.

 In this figure, verification activities correspond to the SQUALE correctness verification
activities, whereas validation activities are equivalent to SQUALE testing activity at system
level.

 The development method (see B.1.a) is a top down approach (see B.1.b) leading to a software
decomposed into modules, sub-modules, etc.

 The recommended techniques are:

•  formal and semi-formal methods (see B.1.b);

•  automatic test tools when possible.

Safety systems

requirements

Software

requirements

Design

Coding

System

integration

Computer

system

testing

Figure 10: Software requirements branch of the system development lifecycle
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5.5.7.2 Operation and maintenance phases

In IEC 880 operation includes periodic testing which is not developed in SQUALE project.
Periodic testing must be viewed in SQUALE sense as a function to meet dependability objectives
for the operation phase. Emphasis is given on modification procedures.

5.5.7.3 Deliverables list

Except for software performance specifications, the contents of IEC 880 deliverables are not
clearly stated and so lead to the same flexibility as SQUALE criteria. However, IEC 880 links
tightly the lifecycle with deliverables in locating the documentation production phase. Some
documents in IEC 880 have no equivalent in SQUALE. Table 18 below shows these differences.

IEC 880 Phase Correspondence with SQUALE

Quality Assurance plan Software requirements Quality plan

Design verification report Design Design verification

Software test specification Design Dependability Related Function
definition

Specification of periodic test
procedures

Design /

Software test report Coding Testing

Software integration plan Software requirements Integration verification

I n t e g r a t i o n  s y s t e m
verification test report

Hard/Soft integration Integration verification

Computer system validation
plan

Hard/Soft integration Testing

Computer system validation
report development

Computer system validation Testing

Training plan Computer system validation /

User manual Computer system validation Development documentation

Commission test plan Computer system validation Testing

Commission test report Commissioning Testing

Anomaly report Exploitation/Maintenance Process Quality

Software modif icat ion
request

Hard/Soft integration and
Exploitation/Maintenance

Process Quality

Software modification report Hard/Soft integration and
Exploitation/Maintenance

Process Quality

Software modification
ÒÊfieldÊÓ document

Exploitation/Maintenance Process Quality

Table 18: Comparison of IEC documents and SQUALE documents
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5.5.8 Miscellaneous

IEC 880 gives some importance to system installation and operation. Chapter 10 requires
confidence providing activities regarding the commissioning and the operation of the system, in
addition to change control (see above). These activities concern computer system and operating
personnel and may be divided into three major activities:

•  commissioning tests;

•  operator training;

•  periodic testing.

Commissioning tests consist in providing a test program to verify the integrity of the installed
computer based safety system. A commissioning test plan including acceptance criteria and a
commissioning test report presenting test results and conformance to acceptance criteria are
established.

In order to achieve safe plant operation, operator behaviour is as important as equipment
reliability. Therefore a training program is provided containing a training plan and a user manual.
Operator training is realised on a training system which must be equivalent to the actual
hardware/software system.In addition to commissioning tests, periodic test procedures are
defined in a test programme. These periodic tests allow to verify the availability and the
reliability of the safety system.

In SQUALE project all the aspects concerning the operating personnel are not taken into account.

Recommendation
number

IEC 880 SQUALE

A.1 Define system lifecycle Generic life cycle

A.2.1.1 Computer system specification : T D A  D e s c r i p t i o n  a n d
Dependability Objectives

A.2.1.2 Function specifications Dependability Related Function
Specification and Allocation

A.2.2 Computer system configuration Dependability Objectives

A.2.3 Principles for man-machine dialogue Dependability Policy

A.2.4 Items relating to interfaces Dependability Policy

A.2.5 Description of system function Dependability Related Function
Specification

A.2.6 Description of constraints between
hardware and software

Dependability Related Function
Specification

A.2.7 Description of special operating
conditions

Dependability Related Function
Specification

A.2.8 Self-supervision Dependability Policy
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A.2.9 Presentation of software functional
requirements

Process Quality (Quality plan)

B.1.a Maintainability objective relative to
changeability

Dependability Objective

B.1.b Top down approach for lifecycle
d e f i n i t i o n  a n d  s o f t w a r e
decomposition into modules, sub
modules, etc..
Recommends the use of semi-formal
and formal methods (B.1.bh).
Automatic design tools are
recommended (B.1.bi).

Generic lifecycle and construction
framework,

Dependability criteria (levels 3 &
4)
Dependability criteria (all levels)

B.1.c Defines verification activities for
each stage of the lifecycle.

Correctness verification activities
for design and coding phases

B.1.d Defines the modification process
during development and verification
activities following software change.

Process Quality

B.1.e Define modification process in
operation.

Process Quality.

B.2.a

B.2.b

Guidance for software architecture
(decomposition into modules)

Dependability Policy

B.2.c Rules for operating system use. Dependability Policy

B.2.d Rules relative to execution time. Dependability Policy

B.2.e Rules relative to interrupts use. Dependability Policy

B.2.f Coding rule for arithmetic
expressions

Dependability Policy

B.3.a defensive programming rules Dependability Policy

B.3.b rules for safe output (error recovery) Dependability Policy

B.3.c software integrity rules Dependability Policy

B.3.d error checking rules Dependability Policy

B.4.a,b,c,d,e,f coding rules Dependability Policy

B.4.g Defines testing activities at each level
of design

Correctness verification activities

B.5.a,b,c,d coding rules (language dependent) Dependability Policy

C Outline for the software performance
specification

No correspondence

D.1 Language, translator, linkage editor,
etc..

rules for the choice of tools are not
stated in SQUALE criteria

E.1,2,3, Software testing activities Correctness verification activities
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(all activities defined by criteria
except behavioural analysis)

F.1 Documents relating to software
production

Development documentation

F.2 Documents relating to software
modifications

Process Quality

F.3 Documentation organisation relating
to the software realisation

Lifecycle and construction
framework.

Table 19: Mapping of IEC 880 detailed recommendations and SQUALE criteria

5.6 ETR 367

This standard consists of guidelines on the relevance of security evaluation to
Telecommunication Security. It details the aspects of the security policy concerned with security
criteria, evaluation, testing and accreditation and describes the standards and recommendations
which should be used during the specification of an ETSI standard for telecommunication system
evaluation.

No evaluation standard in the Telecommunication field is actually available. The guidelines refer
mainly to ITSEC criteria. Consequently, the mapping of SQUALE criteria with ETR 367 is
totally identical with the mapping with ITSEC criteria.

5.7 Avionics Standards: RTCA DO178B

5.7.1 Introduction

This section covers certification and standardisation issues in the avionics industry. Figure 11
presents some of the standardisation documents describing Aerospace Recommended Practice
(ARP) that were developed in the context of Federal Aviation Regulations (FAR) and Joint
Airworthiness Requirements (JAR). These documents represent certification guidance documents
covering system, safety, software and hardware processes. As a whole, they constitute a
comprehensive framework addressing the total life cycle for systems that implement aircraft-level
functions. These documents are focused on safety related requirements and they are intended to
be used in conjunction, as shown in Figure 11.

The ARPÊ4754 document includes system-level guidelines that are intended to provide designers,
manufacturers, installers and certification authorities with a common international basis for
demonstrating compliance with safety airworthiness requirements applicable to highly integrated
or complex systems. The certification guidelines for the development of software systems are
given in the DO-178B standard, whereas guidelines for the development of hardware systems are
under definition. Safety requirements allocated to software subsystems and hardware subsystems
are derived from the system level safety requirements. Guidelines and methods for conducting
the safety assessment process are developed in ARP 4761 document.
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In the following, we analyse the mapping between the DO-178B standard and the SQUALE
Criteria.

Safety Assessment Process
Guidelines & Methods

(ARP 4761)

System Development
Processes

(ARP 4754)

Hardware Development
Life-Cycle
(DO-tbd)

Software Development
Life-Cycle
(DO-178B)

Functions &
Requirements

Implementation

Functional
System

System Design
Function, Failure &
Safety Information

Intended
Aircraft
Function

Aircraft System
Development
Process

Hardware
Life-Cycle
Process

Software
Life-Cycle
Process

Figure 11: Certification guidance documents covering System, Safety, Software and
Hardware processes

5.7.2 Overview of DO-178B

The DO 178-B is a joint RTCA (Requirements and Technical Concepts for Aviation) and
EUROCAE (European Organisation for Civil Aviation Equipment) standard providing guidelines
for the production of airborne software that performs its intended function with a level of
confidence in safety that complies with airworthiness requirements.

DO-178B is a process-oriented document. The standard defines three categories of processes that
must be included in each software development project, no matter which software life cycle is
chosen. For each process, the standard describes: 1) the objectives to be fulfilled, 2) the activities
to be performed and design recommendations to achieve those objectives, and 3) the software life
cycle data and evidence to be provided to show that the objectives have been satisfied.

In avionics, the certification authority considers the software as part of the airborne system
installed on the aircraft or engine; that is it does not approve the software as a unique, standalone
product. The certification authority establishes the certification basis for the aircraft or engine in
consultation with the sponsor. The certification basis defines the particular regulations together
with any special conditions, which may supplement the published regulations.
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The objective of the certification liaison process is to establish communication between the
sponsor and the certification authority throughout the software life cycle to assist the certification
process. The sponsor submits a Plan for Software Aspects for Certification that serves as the
primary means for communicating the proposed development methods for the certification
authority for agreement, and defines the means of compliance with DO-178B standard. Prior to
certification, the sponsor submits a Software Accomplishment Summary and evidence showing
compliance of the final product with the Plan for Software Aspects for Certification that was
initially agreed. This data is reviewed by the certification authority. The sponsor must resolve all
issues raised as a result of these reviews before the system can be certified.

5.7.3 General Similarities

The dependability assessment framework and the roles defined in the Criteria fit the general
avionics certification scheme. The contents of the Plan for Software Aspects for Certification are
similar to those corresponding to the dependability target defined in the SQUALE Criteria.

Both DO-178B and the Criteria define four levels of confidence based on the severity of the
hazard and failure conditions with respect to their impact on dependability objectives (for DO-
178B only safety is addressed), and one additional level, which corresponds to systems that do
not have any impact on dependability (safety for DO-178B).

DO-178B and the Criteria adopt a process-oriented approach for the definition of criteria and
guidelines used for the development and assessment of dependability related aspects.

5.7.4 General Differences

DO-178B addresses only safety whilst the Criteria cover all dependability attributes, including
safety. DO-178B addresses only on software systems. System level guidelines are discussed in
the ARP 4754 standard.

DO-178B focuses on verification activities. Unlike the Criteria, DO-178B does not distinguish
between Correctness Verification and validation activities as we do in the Criteria.
Considerations related to Process Quality Assurance are covered within three main processes:
software planning process, software quality assurance and software configuration management
process. The verification activities discussed in DO-178B are more detailed than in the Criteria.
This is related to the fact that DO-178B is software oriented whereas the Criteria aims to be
generic and independent of the technology considered.

The concepts of levels of rigour and detail are not explicitly distinguished in DO-178B, but they
are implicit in the definition of the objectives to be satisfied for each process and the mapping
between objectives and software levels.

Independence requirements defined in DO-178B concern verification and software quality
processes only. For all software levels, independence of quality assurance activities from
development activities is required. As regards verification activities, the independence
requirement concerns Levels A and B only. However, independence is not required for all
objectives that must be achieved by these levels (even for Level A), but only for some of them.
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Compared to DO-178B, the SQUALE Criteria are more stringent with respect to independence
requirements to be fulfilled for verification activities. For quality assurance process activities,
both require the independence of quality assurance staff and the developers.

5.7.5 Confidence levels

DO-178B defines five confidence levels for the software (called software levels) based upon the
contribution of software to potential failure conditions as determined by the system safety
assessment process. Five failure condition categories are defined: catastrophic, hazardous/severe-
major, major, minor, and no effect. Accordingly, the five software levels are defined as follows:

•  Level A: Software whose anomalous behaviour, as shown by the system safety
assessment process, would cause or contribute to a failure of system function
resulting in a catastrophic failure condition for the aircraft.

•  Level B: Software whose anomalous behaviour, as shown by the system safety
assessment process, would cause or contribute to a failure of system function
resulting in a hazardous/severe-major failure condition for the aircraft.

•  Level C: Software whose anomalous behaviour, as shown by the system safety
assessment process, would cause or contribute to a failure of system function
resulting in a major failure condition for the aircraft.

•  Level D: Software whose anomalous behaviour, as shown by the system safety
assessment process, would cause or contribute to a failure of system function
resulting in a minor failure condition for the aircraft.

•  Level E: Software whose anomalous behaviour, as shown by the system safety
assessment process, would cause or contribute to a failure of system function with no
effect on aircraft operational capability or pilot workload. Once software has been
confirmed as level E by the certification authority, no further guidelines of this
document apply.

For each software level, the objectives to be satisfied by each process are defined together with
the outputs of each process.

The software levels defined in the DO-178B fit the confidence levels defined in the SQUALE
evaluation framework.

5.7.6 Dependability Target

The Plan for Software Aspects for Certification includes contents similar to those defined in the
dependability target:

•  an overview of the system, including a description of its functions and their allocation to the
hardware and software, the architecture, processors used, hardware/software interfaces, and
safety features;

•  a brief description of the software functions with emphasis on the proposed safety and
partitioning concepts (e.g., redundancy, diversification, fault tolerance, etc.);
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•  a summary of the proposed means of compliance, with the statement and justification of the
target software confidence level (called software level);

•  a description of the software life cycle processes to be used and the objectives that will be
satisfied by each process;

•  a description of software life cycle data that will be produced during the life cycle and the
data to be submitted to the certification authority;

•  a scheduling of the review meetings with the certification authority;

•  additional considerations, such as alternative methods for compliance, tool qualification,
COTS, etc.

5.7.7 Confidence providing processes and activities

DO-178B defines three categories of processes that must be included in each software
development project, no matter which software life cycle is chosen:

•  Software development processes: Requirements, Design, Coding and Integration

•  Integral processes that ensure the correctness, the control and confidence of the software life
cycle processes and their outputs: Verification process, Configuration management process,
Quality assurance process, and Certification liaison process.

•  Software planning process which defines and orchestrates the activities of the software
development processes and the integral processes.

The objectives and activities of the software verification process include both the verification of
the outputs of the software development processes and the verification of the results of the
verification process itself. Verification process objectives are satisfied through a combination of
reviews, analyses, the development of test cases and procedures, and the execution of those test
procedures.

The dependability related requirements allocated to the software are derived from system level
dependability requirements. Allocation of the requirements to software is performed within the
system safety assessment process, which is described in ARP 4754 standard.

Correctness Verification activities and objectives defined in the SQUALE Criteria are similar to
those defined in DO-178B. However, DO-178B does not distinguish between Correctness
Verification activities, dependability requirements validation and dependability validation. This
distinction is considered in the ARP 4754 document which focuses on system level aspects and
particularly on the validation of safety related requirements.

5.7.8 Levels of rigour, detail and independence

The philosophy adopted in DO-178B consists in defining objectives to be satisfied by each
process and specifying, for each software level, the applicability and independence requirements
for each objective. The concepts of levels of rigour and detail are not explicitly distinguished in
this standard, but they are implicit in the definition of the objectives to be satisfied and the
definition of the mapping with the software levels.
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For all software levels, it is required that a structured development approach is used leading to the
definition of high-level requirements, software architecture, low-level requirements, source code,
and executable object code. The same objectives are also defined for all levels for the
Certification-liaison process. As regards the software planning process, differences between
levels with respect to the objectives to be satisfied concern Level D only. However, for some
objectives, there is a difference in the level of rigour of software planning outputs control
management, for Levels C and D, as compared to Levels A and D.

As regards the software quality assurance process, the only difference concerns Levels C and D
for which it is not required to provide assurance that the transition criteria between life cycle
processes are satisfied.

The main difference between software levels with respect to the objectives to be fulfilled (i.e.
levels of rigour and detail) concerns the verification process, especially for levels C and D
compared to Levels A and B. The only difference between Level B and Level A is that it is not
required to provide test coverage of software structure with respect to modified condition and
decisions. Nevertheless, other types of test coverage analysis are required.

Independence requirements concern verification and software quality processes only.
Independence is defined as the separation of responsibilities, which ensures the accomplishment
of objective evaluation. For software verification process objectives, independence is achieved
when the verification activity is performed by a person other than the developer of the item being
verified, and a tool(s) may be used to achieve an equivalence to the human verification activity.
For the software quality assurance process, independence also includes the authority to ensure
corrective action.

For all software levels, independence of quality assurance activities from development activities
is required. As regards verification activities, the independence requirement concerns Levels A
and B only. However, independence is not required for all objectives that must be achieved by
these levels (even for Level A), but only for some of them.

Compared to DO-178B, the SQUALE Criteria are more stringent with respect to independence
requirements to be fulfilled for verification activities. For quality assurance process activities,
both require the independence of quality assurance staff and the developers.

5.7.9 Lifecycle

The DO-178 main objective is to provide guidelines for the development of software systems that
satisfy airworthiness requirements. Operation related aspects are not covered in this standard,
they are addressed at the system level when hardware and software subsystems are integrated.
System level considerations are addressed in the ARP 4754 standard.

Four major phases are distinguished during the development process: Requirements, Design,
Coding and Integration.
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5.7.10 Mapping between DO-178B requirements and the Criteria

Table 20 below shows how the DO-178B requirements map to the criteria. For each process
defined in DO-178B, and for each objective to be achieved for that process, we indicate the
correspondence with the Criteria CPPs.

DO-178B Requirements Criteria CPA

Software Planning Process

Software development and integral processes
are defined

Covered by Process Quality

Transition criteria, interrelationships and
sequencing among processes are defined

Covered by Process Quality

Software lifecycle environment is defined Covered by Process Quality

Software development standards are defined Covered by Process Quality

Software plans comply with DO-178B
standard

Covered by Process Quality

Software Plans are coordinated Covered by Process Quality

Software Development Processes

High-level requirements are defined Implicit in the Criteria and checked by Process Quality

Derived High-level requirements are defined Implicit in the Criteria and checked by Process Quality

Software architecture is developed Implicit in the Criteria and checked by Process Quality

Low-level requirements are developed Implicit in the Criteria and checked by Process Quality

Derived low-level requirements are
developed

Implicit in the Criteria and checked by Process Quality

Source code is developed Implicit in the Criteria and checked by Process Quality

Executable object-code is produced and
integrated in the target computer

Implicit in the Criteria and checked by Process Quality

Verification of outputs of Software Requirements Process

Software high-level requirements comply
with system requirements

Covered by Correctness Verification and dependability
requirements validation

High-level requirements are accurate and
consistent

Covered by Correctness Verification

High-level requirements are compatible with
target computer

Covered by Correctness Verification

High-level requirements are verifiable Covered by Correctness Verification

High-level requirements conform to
standards

Covered by Correctness Verification and Process
Quality

High-level requirements are traceable to
system requirements

Covered by Correctness Verification

Algorithms are accurate Covered by Correctness Verification
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DO-178B Requirements Criteria CPA

Verification of outputs of Software Design Process

Low-level requirements comply with high-
level requirements

Covered by Correctness Verification and dependability
requirements validation

Low-level requirements are accurate and
consistent

Covered by Correctness Verification

Low-level requirements are compatible with
target computer

Covered by Correctness Verification

Low-level requirements are verifiable Covered by Correctness Verification

Low-level requirements conform to
standards

Covered by Correctness Verification and Process
Quality

Low-level requirements are traceable to
high-level requirements

Covered by Correctness Verification

Algorithms are accurate Covered by Correctness Verification

Software architecture is compatible with
high-level requirements

Covered by Correctness Verification

Software architecture is compatible with
target computer

Covered by Correctness Verification

Software architecture is verifiable Covered by Correctness Verification

Software architecture conforms to standards Covered by Correctness Verification and Process
Quality

Software partitioning integrity is confirmed Covered by Correctness Verification and dependability
requirements validation

Verification of Software Coding & Integration Processes

Source code complies with low-level
requirements

Covered by Correctness Verification

Source code complies with software
architecture

Covered by Correctness Verification

Source code is verifiable Covered by Correctness Verification

Source code conforms to standards Covered by Correctness Verification and Process
Quality

Source code is traceable to low-level
requirements

Covered by Correctness Verification

Source code is accurate and consistent Covered by Correctness Verification

Output of software integration process is
complete and correct

Covered by Correctness Verification

Testing of outputs of integration process

Executable Object code complies with high-
level requirements

Covered by Correctness Verification and dependability
validation

Executable Object code is robust with high-
level requirements

Covered by Correctness Verification and dependability
validation
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DO-178B Requirements Criteria CPA

Executable Object code complies with low-
level requirements

Covered by Correctness Verification

Executable Object code is robust with low-
level requirements

Covered by Correctness Verification

Executable Object code is compatible with
target computer

Covered by Correctness Verification

Verification of Verification Process Results

Test procedures are correct Covered by Correctness Verification

Test results are correct and discrepancies
explained

Covered by Correctness Verification

Test coverage of high-level requirements is
achieved

Covered by Correctness Verification but not detailed

Test coverage of low-level requirements is
achieved

Covered by Correctness Verification but not detailed

Test coverage of software structure is
achieved

Modified condition/decision, decision
coverage, statement coverage, data coupling
and control coupling

Covered by Correctness Verification but not detailed

Software Configuration Management Process

Configuration items are identified part of Process Quality

Baselines and traceability are established part of Process Quality

Problem reporting, change control, change
review, and configuration status accounting
are established

part of Process Quality

Archive, retrieval, and release are established part of Process Quality

Software load control is established part of Process Quality

Software life cycle control is established part of Process Quality

Software Quality Assurance Process

Assurance is obtained that software
development and integral processes comply
with approved software plans and standards

part of Process Quality

Assurance is obtained that transition criteria
for the software life cycle processes are
satisfied

part of Process Quality

Software conformity review is conducted part of Process Quality

Certification Liaison Process

Communication and understanding between
the applicant and the certification authority is
established

Roles and activities in the dependability assessment
process
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DO-178B Requirements Criteria CPA

The means of compliance is proposed and
agreement with the plan for software Aspects
of Certification is obtained

Roles and activities in the dependability assessment
process

Compliance substantiation is provided Roles and activities in the dependability assessment
process

Table 20: Mapping of DO-178B requirements to the Criteria
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Annexe A - Dependability Concepts and Terminology

The terminology presented here has been developed from the mid-seventies to the early nineties
by the Fault-Tolerant Computing community, and especially the IFIP Working Group 10.4.
[Carter 82, Laprie & Costes 82, Laprie 85, Avizienis & Laprie 86, Laprie 92, Laprie 95].

A.1 Basic definitions

Dependability is defined as that property of a system such that reliance can justifiably be placed
on the service it delivers. The service delivered by a system is its behaviour as it is perceptible by
its user(s); a user is another system (human or physical) which interacts with the former.

Depending on the application(s) intended for the system, different emphasis may be put on
different facets of dependability, i.e., dependability may be viewed according to different, but
complementary, properties, which enable the attributes of dependability to be defined:

•  the readiness for usage leads to availability,

•  the continuity of service leads to reliability,

•  the non-occurrence of catastrophic consequences on the environment leads to safety,

•  the non-occurrence of unauthorised disclosure of information leads to confidentiality,

•  the non-occurrence of improper alterations of the system leads to integrity,

•  the ability to undergo repairs and evolution leads to maintainability.

Associating integrity and availability with respect to authorised actions, together with
confidentiality, leads to security.

A system failure occurs when the delivered service deviates from fulfilling the system function,
the latter being what the system is aimed at. An error is that part of the system state which is
liable to lead to subsequent failure: an error affecting the service is an indication that a failure
occurs or has occurred. The adjudged or hypothesised cause of an error is a fault.

The development of a dependable computing system calls for the combined utilisation of a set of
methods and techniques which can be classed into:

•  fault prevention: how to prevent fault occurrence or introduction,

•  fault tolerance: how to ensure a service up to fulfilling the system's function in the
presence of faults,

•  fault removal: how to reduce the presence (number, seriousness) of faults,

•  fault forecasting: how to estimate the present number, the future incidence, and the
consequences of faults.

The notions introduced here can be grouped into three classes and are summarised by Figure 12:

•  the impairments to dependability: faults, errors, failures; they are undesired Ñ but not
in principle unexpected Ñ circumstances causing or resulting from un-dependability
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(whose definition is very simply derived from the definition of dependability: reliance
cannot, or will not any longer, be placed on the service);

•  the means for dependability: fault prevention, fault tolerance, fault removal, fault
forecasting; these are the methods and techniques enabling one a) to provide the ability
to deliver a service on which reliance can be placed, and b) to reach confidence in this
ability;

•  the attributes of dependability: availability, reliability, safety, confidentiality, integrity,
maintainability; these:

§ enable the properties which are expected from the system to be expressed, and

§  allow the system quality resulting from the impairments and the means
opposing to them to be assessed.

 DEPENDABILITY

 ATTRIBUTES

 AVAILABILITY

 RELIABILITY

 SAFETY

 CONFIDENTIALITY

 INTEGRITY

 MAINTAINABILITY

 FAULT PREVENTION

 FAULT TOLERANCE

 FAULT REMOVAL

 FAULT FORECASTING

 MEANS

 IMPAIRMENTS
 FAULTS

 ERRORS

 FAILURES

Figure 12: Dependability Framework

A.2 Dependability Concept Rationale

A major strength of the dependability concept, as it is formulated here, is its integrative nature,
which enables to put into perspective the more classical notions of reliability, availability, safety,
security, maintainability, which are then seen as attributes of dependability. The fault-error-
failure model is central to the understanding and mastering of the various impairments which
may affect a system, and it enables a unified presentation of these impairments, though
preserving their specificities via the various fault classes which can be defined (see A.4.2). The
model provided for the means for dependability is extremely useful, as those means are much
more orthogonal to each other than the usual classification according to the attributes of
dependability, with respect to which the design of any real system has to perform trade-offs, due
to the fact that these attributes tend to be in conflict with each other.

The definitions of dependability which exist in several current standards differ from the definition
we have given. Two such differing definitions are :



Annexe A Dependability Concepts and Terminology

161

•  ÒThe collective term used to describe the availability performance and its influencing factors:
reliability performance, maintainability performance and maintenance support performanceÓ
[ISO 91].

•  ÒThe extent to which the system can be relied upon to perform exclusively and correctly the
system task(s) under defined operational and environmental conditions over a defined period
of time, or at a given instant of timeÓ [CEI 92].

The ISO definition is clearly centred upon availability. This is no surprise as this definition can
be traced back to the definition given by the international organisation for telephony, the CCITT
[CCITT 84], although it could be argued that it seems strange to take a definition formulated in a
given context, and to use it as it is in a broader context. However, the willingness to grant
dependability with a generic character is noteworthy, so going beyond availability as it was
usually defined, and thus restituting the role of reliability and maintainability. In this respect, the
ISO/CCITT definition is consistent with the definition given in [Hosford 60] for dependability:
Òthe probability that a system will operate when neededÓ.

The second definition, from [CEI 92], introduces the notion of reliance, and as such is much
closer to our definition. This CEI definition stays however fundamentally in the spirit of the
extension of availability.

A.3 The Attributes of Dependability

The attributes of dependability have been defined in Section A.1 according to different proper-
ties, which may be more or less emphasised depending on the application intended for the
computer system under consideration. Especially, reliability, safety, confidentiality may or may
not be required according to the application.

Integrity is a pre-requisite for availability, reliability and safety, but may not be so for
confidentiality (for instance when considering attacks via covert channels or passive listening).
The definition given for integrity Ñ absence of improper alterations of information Ñ
generalises the usual definitions, which relate to the notion of authorised actions only (e.g.,
prevention of the unauthorised amendment or deletion of information [CEC 91], assurance of
approved data alterations [Jacob 91]; naturally, when a system implements an authorisation
policy, "improper" encompasses "unauthorised".

Whether a system holds the properties which have enabled the attributes of dependability to be
defined should be interpreted in a relative, probabilistic, sense, and not in an absolute,
deterministic sense: due to the unavoidable presence or occurrence of faults, systems are never
one hundred percent available, reliable, safe, or secure.

The definition given for maintainability goes deliberately beyond corrective maintenance,
aimed at preserving or improving the system's ability to deliver a service fulfilling its function
(relating to reparability only), and encompasses via evolvability the other forms of maintenance:
adaptive maintenance, which adjusts the system to environmental changes (e.g. change of
operating systems or system data-bases), and perfective maintenance, which improves the
system's function by responding to customer Ñ and designer Ñ defined changes, which may
involve removal of specification faults [Ramamoorthy 84].
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Security has not been introduced as a single attribute of dependability, in agreement with the
usual definitions of security, which view it as a composite notion, namely the combination of
confidentiality, integrity, and availability [CEC 91].

The variations in the emphasis to be put on the attributes of dependability have a direct influence
on the appropriate balance of the techniques addressed in the previous section to be employed in
order that the resulting system be dependable. This is an all the more difficult problem as some of
the attributes are antagonistic (e.g. availability and safety, availability and security), necessitating
that trade-offs be performed. Considering the three main design dimensions of a computer
system, i.e. cost, performance and dependability, the problem is further exacerbated by the fact
that the dependability dimension is less understood than the cost-performance design space
[Siewiorek & Johnson 82].

A.4 Dependability impairments

The creation and manifestation mechanisms of faults, errors, and failures may be summarised as
follows:

•  A fault is active when it produces an error. An active fault is either a) an internal fault
which was previously dormant and which has been activated by the computation
process, or b) an external fault. Most internal faults cycle between their dormant and
active states. Physical faults can directly affect the hardware components only, whereas
human-made faults may affect any component.

•  An error may be latent or detected. An error is latent when it has not been recognised as
such; an error is detected by a detection algorithm or mechanism. An error may
disappear before being detected. An error may, and in general does, propagate; by
propagating, an error creates other Ñ new Ñ error(s). During operation, the presence of
active faults is determined only by the detection of errors.

•  A failure occurs when an error "passes through" the system-user interface and affects the
service delivered by the system. A component failure results in a fault:

•  for the system which contains the component, and

•  as viewed by the other component(s) with which it interacts; the failure modes
of the failed component then become fault types for the components interacting
with it.

These mechanisms enable the "fundamental chain" to be completed:

¥ ¥ ¥ → failure → fault → error → failure → fault → ¥ ¥ ¥

The arrows in this chain express the causality relationship between faults, errors and failures.
They should not be interpreted in a restrictive manner:

a) by propagation, several errors can be generated before a failure occurs, and

b) an error can lead to a fault without a failure to be observed, if the observation is
not performed, as a failure is an event occurring at the interface between two
components.
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A.4.1 Failures and Failure Modes

Failure occurrence has been defined with respect to the function of a system, not with respect to
its specification. Indeed, if an unacceptable behaviour is generally identified as a failure due to a
deviation from the compliance with the specification, it may happen that such a behaviour
complies with the specification, and be however unacceptable for the system user(s), thus
uncovering a specification fault. In the latter, recognising that the event is undesired (and is in
fact a failure) can only be performed after its occurrence, for instance via its consequences.

A system may not, and generally does not, always fail in the same way. The ways a system can
fail are its failure modes, which may be characterised according to three viewpoints: domain,
perception by the system users, and consequences on the environment, as indicated by Figure 13.

 FAILURES

 DOMAIN

 VALUE FAILURES

 TIMING FAILURES

 CONSEQUENCES

 ON ENVIRONMENT
 CATASTROPHIC FAILURES

 BENIGN FAILURES
¥¥
¥

 PERCEPTION BY
 SEVERAL USERS

 CONSISTENT FAILURES

 INCONSISTENT (BYZANTINE) FAILURES

Figure 13: The Failure Modes

A class of failures relating to both value and timing are the halting failures: system activity, if
any, is no longer perceptible to the users. According to how the system interacts with its user(s),
such an absence of activity may take the form of a) frozen outputs (a constant value service is
delivered; the constant value delivered may vary according to the application, e.g. last correct
value, some predetermined value, etc.), or of b) a silence (no message sent in a distributed
system). A system whose failures can be Ñ or more generally are to an acceptable extent Ñ only
halting failures, is a fail-halt system; the situations of frozen outputs and of silence lead
respectively to fail-passive systems and to fail-silent systems [Powell et al. 88].

A system whose failures can only be Ñ or more generally are to an acceptable extent Ñ benign
failures is a fail-safe system. The notion of failure severity, resulting from grading the
consequences of failures upon the system environment, enables the notion of criticality to be
defined: the criticality of a system is the highest severity of its (possible) failure modes. The
relation between failure modes and failure severity is highly application-dependent. However,
there exist a broad class of applications where inoperation is considered as being a naturally safe
position (e.g. ground transportation, energy production), whence the direct correspondence which
is often made between fail-halt and fail-safe [Mine & Koga 67, Nicolaidis et al. 89]. Fail-halt
systems (either fail-passive or fail-silent) and fail-safe systems are however examples of fail-
controlled systems, i.e. systems which are designed and realised in order that they may only fail
Ñ or may fail to an acceptable extent Ñ according to restrictive modes of failure, e.g. frozen
output as opposed to delivering erratic values, silence as opposed to babbling, consistent failures
as opposed to inconsistent ones; fail-controlled systems may in addition be defined via imposing
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some internal state condition or accessibility, as in the so-called fail-stop systems [Schlichting &
Schneider 83].

A.4.2 Fault Classes and Fault Assumptions

When designing a dependable system, it is very important to identify which fault classes are to be
taken into account because different means are to be used to deal with different fault classes.
Thus, fault assumptions influence directly the design choices, and also the level of dependability
that can be achieved [Powell 92].

The following classification of faults is performed in two steps:

•  elementary fault classes are first defined, according to various viewpoints, as indicated in
Figure 14;

•  the combination of these elementary faults leads to the combined fault classes given by
Figure 15. The labels associated to those combined fault classes are consistent with the labels
commonly used in order to point in a condensed manner at one or several fault classes.

 PHYSICAL FAULTS

 HUMAN-MADE FAULTS

 PHENOMENOLOGICAL
 CAUSE

 ACCIDENTAL FAULTS

 INTENTIONAL, NON-MALICIOUS FAULTS

 INTENTIONALLY MALICIOUS FAULTS

 NATURE

 FAULTS
 DEVELOPMENT FAULTS

 OPERATIONAL FAULTS

 PHASE OF CREATION
 OR OCCURENCE

 INTERNAL FAULTS

 EXTERNAL FAULTS
 SYSTEM BOUNDARIES

 PERMANENT FAULTS

 TEMPORARY FAULTS
 PERSISTENCE

Figure 14: The elementary fault classes

Two comments regarding the human-made fault classes:

•  Intentional, non-malicious, design faults result generally from trade-offs, either

•  aimed at preserving acceptable performances, at facilitating the system
utilisation, or

•  induced by economic considerations. Intentional, non-malicious interaction
faults may result from the action of an operator either aimed at overcoming an
unforeseen situation, or deliberately violating an operating procedure without
having developed the consciousness of the possibly damaging consequences of
his or her action. These classes of intentional non-malicious faults share the
characteristic that, often, it is realised they were faults only after an
unacceptable system behaviour, thus a failure, has occurred.
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•  Malicious logic encompass development faults such as Trojan horses, logic or timing
bombs, trapdoors, as well as operational faults (for the considered system) such as
viruses or worms [Landwehr et al. 93].

DESIGN 
FAULTS

INTERACTION 
FAULTS
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LOGIC

INTRUSIONSPHYSICAL  
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Figure 15: The combined fault classes

The complexity of the creation, activation and manifestation of faults leads to a multiplicity of
possible causes of failures. This complexity leads to the definition of fault classes which are more
abstract than the classes which have been considered so far, be it:

•  for classifying faults uncovered during operation, or

•  for stating fault assumptions when designing a system.

Two such fault classes are:

•  configuration change faults [Wood 94]: the service delivered by the system is affected,
subsequently to a maintenance action, either evolutive or perfective (e.g. introduction of
a new software version on a network server),

•  timing faults, leading to timing failures, and omission faults, such that the system does
not respond to a request, thus leading to halting failures [Cristian et al. 85].
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A.5 The means for dependability

In this section, we briefly examine in turns the means for dependability : fault prevention, fault
tolerance, fault removal and fault forecasting.

A.5.1 Fault prevention

Fault prevention aims at preventing the introduction of development faults and the occurrence of
operational faults. As such, fault prevention encompasses all the techniques used to improve the
quality of design, development and manufacturing (e.g. formal methods, CASE tools, quality
assurance), and also the organisational aspects related to the development process as well as to
the operation of the system.

A.5.2 Fault tolerance

Fault tolerance [Avizienis 67] is carried out by error processing and by fault treatment [Anderson
& Lee 81]. Error processing is aimed at removing errors from the computational state, if
possible before failure occurrence; fault treatment is aimed at preventing faults from being
activated Ñ again.

Error processing can be carried out via three primitives:

•  error detection, which enables an erroneous state to be identified as such;

•  error diagnosis, which enables to assess the damages caused by the detected error, or
by errors propagated before detection;

•  error recovery, where an error-free state is substituted for the erroneous state; this
substitution may take on three forms:

§  backward recovery, where the erroneous state transformation consists of
bringing the system back to a state already occupied prior to error occurrence;
this involves the establishment of recovery points, which are points in time
during the execution of a process for which the then current state may
subsequently need to be restored;

§ forward recovery, where the erroneous state transformation consists of finding
a new state, from which the system can operate (frequently in a degraded
mode);

§  compensation, where the erroneous state contains enough redundancy to
enable its transformation into an error-free state.

When backward or forward recovery are utilised, it is necessary that error detection precedes
error recovery. Backward and forward recovery are not exclusive: backward recovery may be
attempted first; if the error persists, forward recovery may then be attempted. In forward
recovery, it is necessary to assess the damage caused by the detected error, or by errors
propagated before detection; damage assessment can Ñ in principle Ñ be ignored in the case of
backward recovery, provided that the mechanisms enabling the transformation of the erroneous
state into an error-free state have not been affected [Anderson & Lee 81].
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The association into a component of its functional processing capability together with error
detection mechanisms leads to the notion of self-checking component, either in hardware
[Carter & Schneider 68, Wakerly 78, Nicolaidis et al. 89] or in software [Yau & Cheung 75,
Laprie et al. 90a]; one of the important benefits of the self-checking component approach is the
ability to give a clear definition of error confinement areas [Siewiorek & JohnsonÊ82]. When
error compensation is performed in a system made up of self-checking components partitioned
into classes executing the same tasks, then state transformation is nothing else than switching
within a class from a failed component to a non-failed one. On the other hand, compensation may
be applied systematically, even in the absence of errors, then providing fault masking (e.g. in
majority vote). However, this can at the same time correspond to a redundancy decrease which is
not known. So, practical implementations of masking generally involve error detection, which
may then be performed after the state transformation. As opposed to fault-masking,
implementing error processing via error recovery after error detection has taken place, is
generally referred to as error detection and recovery.

The first step in fault treatment is fault diagnosis, which consists of determining the cause(s) of
error(s), in terms of both location and nature. Then come the actions aimed at fulfilling the main
purpose of fault treatment: preventing the fault(s) from being activated again, thus aimed at
making it(them) passive, i.e. fault passivation. This is carried out by preventing the compo-
nent(s) identified as being faulty from being invoked in further executions. If the system is no
longer capable of delivering the same service as before, then a reconfiguration may take place,
which consists in modifying the system structure in order that the non-failed components enable
the delivery of an acceptable service, although degraded; a reconfiguration may involve some
tasks to be given up, or re-assigning tasks among non-failed components.

The preceding definitions apply to physical faults as well as to design faults: the class(es) of
faults which can actually be tolerated depend(s) on the fault hypothesis which is being considered
in the design process, and thus relies on the independence of redundancies with respect to the
process of fault creation and activation. An example is provided by considering tolerance of
physical faults and tolerance of design faults. A (widely-used) method to attain fault tolerance is
to perform multiple computations through multiple channels. When tolerance of physical faults is
foreseen, the channels may be identical, based on the assumption that hardware components fail
independently; such an approach is not suitable for the tolerance to design faults where the
channels have to provide identical services through separate designs and implementations
[Elmendorf 72, RandellÊ75, AvizienisÊ78], i.e. through design diversity [Avizienis & Kelly 84].

An important aspect in the co-ordination of the activity of multiple components is that of
preventing error propagation from affecting the operation of non-failed components. This aspect
becomes particularly important when a given component needs to communicate some
information to other components that is private to that component. Typical examples of such
single-source information are local sensor data, the value of a local clock, the local view of the
status of other components, etc. The consequence of this need to communicate single-source
information from one component to other components is that non-failed components must reach
an agreement as to how the information they obtain should be employed in a mutually consistent
way. Specific attention has been devoted to this problem in the field of distributed systems (see
e.g. atomic broadcast [Cristian et al. 85a], clock synchronisation [Lamport & Melliar-Smith 85,
Kopetz & Ochsenreiter 87] or membership protocols [Cristian 88]). It is important to realise,
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however, that the inevitable presence of structural redundancy in any fault-tolerant system
implies distribution at one level or another, and that the agreement problem therefore remains in
existence. Geographically localised fault-tolerant systems may employ solutions to the agreement
problem that would be deemed too costly in a "classical" distributed system of components
communicating by messages (e.g. inter-stages [Lala 86], multiple stages for interactive
consistency [Frison & Wensley 82]).

A.5.3 Fault removal

 Fault removal is composed of three steps: verification, diagnosis, correction. Verification is the
process of checking whether the system adheres to properties, termed the verification conditions
[Cheheyl et al.Ê81]. The verification techniques can be classed according to whether or not they
involve exercising the system.

Verifying a system without actual execution is static verification. The verification can be
conducted:

•  on the system itself, in the form of a) static analysis (e.g. inspections or walk-through
[Myers 79], data flow analysis [Osterweil et al. 76], complexity analysis [McCabe 76],
compiler checks, etc.) or b) proof-of-correctness (inductive assertions [Hoare 69]);

•  on a model of the system behaviour (e.g. Petri nets, finite state automata), leading to
behaviour analysis [Diaz 82].

Verifying a system through exercising it constitutes dynamic verification; the inputs supplied to
the system can be either symbolic in the case of symbolic execution, or valued in the case of
verification testing, usually simply termed testing.

Testing exhaustively a system with respect to all its possible inputs is generally impractical. The
methods for the determination of the test patterns can be classed according to two viewpoints:
criteria for selecting the test inputs, and generation of the test inputs.

The techniques for selecting the test inputs may in turn be classed according to three viewpoints:

•  the purpose of the testing: checking whether the system satisfies its specification is
conformance testing, whereas testing aimed at revealing faults is fault-finding testing;

•  the system model: depending on whether the system model relates to the function or the
structure of the system, leads respectively to functional testing and structural testing;

•  fault model: the existence of a fault model leads to fault-based testing [Morell 90],
aimed at revealing specific classes of faults (e.g. stuck-at-faults in hardware production
[Roth et al.Ê67], physical faults affecting the instruction set of a microprocessor [Thatte
& AbrahamÊ78], design faults in software [Goodenough & Gerhart 75, DeMillo et al. 78,
Howden 87]); if there is no fault model, one is then led to criteria-based testing, where
the criteria may relate, for software, to path sensitisation [Howden 76], to utilisation of
the program variables [Rapps & Weyuker 85], to input boundary values [Myers 79], etc.

Combining the various viewpoints leads to the testing approaches, where the distinction between
hardware and software is important since hardware testing is mainly aimed at removing
production faults, whereas software testing is concerned only with design faults:
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•  structural testing when applied to hardware generally means fault-finding, fault-based,
whereas it generally means fault-finding, non-fault-based testing when applied to
software;

•  functional testing when applied to hardware generally means fault-finding, fault-based,
whereas it generally means either conformance or fault-finding, criteria-based when
applied to software;

•  mutation testing of software [DeMillo et al. 78] is fault-finding, structural, fault-based,
testing.

The generation of the test inputs may be deterministic or probabilistic:

•  in deterministic testing, test patterns are predetermined by a selective choice according
to the adopted criteria,

•  in random, or statistical, testing, test patterns are selected according to a defined
probability distribution on the input domain; the distribution and the number of input
data are determined according to the adopted criteria [David & Th�venod-Fosse 81,
Duran & Ntafos 84, Th�venod-Fosse & Waeselynck 91].

A.5.4 Fault forecasting

Fault forecasting is conducted by performing an evaluation of the system behaviour with respect
to fault occurrence or activation. Evaluation has two aspects :

•  ordinal evaluation, aimed at identifying, classifying and ordering the failure modes, or
the methods and techniques aimed at avoiding them;

•  probabilistic evaluation, aimed at evaluating in terms of probabilities some of the
attributes of dependability.

The methods and tools enabling ordinal and probabilistic evaluations are either specific (e.g.,
failure mode and effect analysis for qualitative evaluation, or Markov chains for quantitative
evaluation), or can be used for performing both forms of evaluation (e.g. reliability block
diagrams, fault-trees).

The definition of the measures of dependability necessitates first the notions of proper and
improper services to be defined :

•  proper service, where the delivered service fulfils the system function;

•  improper service, where the delivered service does not fulfil the system
function.

A failure is thus a transition from proper to improper service, and the transition from improper to
proper service is a restoration. Quantifying the alternation of proper-improper service delivery
enables then reliability and availability to be defined as measures of dependability :

•  reliability: a measure of the continuous delivery of proper service Ñ or,
equivalently, of the time to failure;

•  availability: a measure of the delivery of proper service with respect to the
alternation of proper and improper service.
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A third measure, maintainability, is usually considered, which may be defined as a measure of
the time to restoration from the last experienced failure, or equivalently, of the continuous
delivery of improper service.

As a measure, safety can be seen as an extension of reliability. Let us group the state of proper
service together with the state of improper service subsequent to benign failures into a safe state
(in the sense of being free from catastrophic damage, not from danger); safety is then a measure
of continuous safeness, or equivalently, of the time to catastrophic failure. Safety can thus be
considered as reliability with respect to the catastrophic failures.

In the case of multi-performing systems, several services can be distinguished, as well as several
modes of service delivery, ranging from full capacity to complete disruption, which can be seen
as distinguishing less and less proper service deliveries. Performance-related measures of
dependability for such systems are usually grouped under the notion of performability [Meyer
78, Smith & Trivedi 88].

When performing an evaluation, the approaches differ significantly according to whether the
system is considered as being in stable reliability or in reliability growth, which may be defined
as follows [Laprie et al. 90b]:

•  stable reliability: the system's ability to deliver proper service is preserved (stochastic
identity of the successive times to failure);

•  reliability growth: the system's ability to deliver proper service is improved (stochastic
increase of the successive times to failure).

When evaluating fault-tolerant systems, the coverage of error processing and fault treatment
mechanisms has a very significant influence [Bouricius et al. 69, Arnold 73]; its evaluation can
be performed either through modelling [Dugan & Trivedi 89] or through testing, then called
fault-injection [Arlat et al. 90, Gunneflo et al. 89].

A.6 Dependability Principles

In dependable system engineering, some design guidelines and approaches have proved to be
useful and are accepted principles in specific application sectors. Some of these principles are
even highly recommended by these sectors standards. Some examples of such principles are
presented here.

A.6.1 Identification and Authentication

This principle is mostly recommended for sectors where security is a major concern. The
definition given here is adapted from the ITSEC [CEC 91].

In many systems there are requirements to determine and control the users who are permitted
access to resources controlled by the system. This involves not only establishing the claimed
identity of a user, but also verifying that the user is indeed the user claimed. This is done by the
user providing the system with some information that is known by the system to be associated
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with the user in question.. Identification and authentication shall cover any functions intended to
establish and verify a claimed identity.

Identification and authentication shall include any functions to enable new user identities to be
added, and old user identities to be removed or invalidated.  Similarly, it shall include any
functions to generate, change, or allow authorised users to inspect, the authentication information
required to verify the identity of particular users. It shall also include functions to assure the
integrity of, or prevent the unauthorised use of, authentication information. It shall include any
functions to limit the opportunity for repeated attempts to establish a false identity.

A.6.2 Access Control

Access control is common practice in sectors where security is a major concern. The definition
given here is adapted from the ITSEC [CEC 91].

In many systems there are requirements to ensure that users and processes acting on their behalf
are prevented from gaining access to information or resources that they are not authorised to
access or have no need to access. Similarly, there are requirements concerning the unauthorised
creation or amendment (including deletion) of information.

Access control principle shall cover any functions intended to control the flow of information
between, and the use of resources by, users, processes and objects.  This includes the
administration (i.e. the granting and revocation) of access rights and their verification.

Access control shall include any functions to set up and maintain any lists or rules governing the
rights to perform different types of access.  It shall include any functions concerned with
temporarily restricting access to objects that are simultaneously accessible by several users or
processes and are needed to maintain the consistency and accuracy of such objects.  It shall
include any functions to ensure that upon creation, default access lists or access rules apply to
objects.  It shall include any functions to control the propagation of access rights to objects. It
shall also include any functions to control the inference of information by the aggregation of data
from otherwise legitimate accesses.

According to this definition, the main purpose of access control is to prevent unauthorised
(presumably malicious) actions. But access control mechanisms, and more generally any
protection means, can be useful to detect errors and prevent their propagation., be these errors
due to malicious actions or accidental faults. Thus, access control can be a way to implement
error confinement regions (see A.5.2 and A.6.11) and can have much larger application than just
security concerns.

A.6.3 Accountability and Audit

Accountability and audit are also common practices in sectors where security is a major concern.
The definitions given here are adapted from the ITSEC [CEC 91].

In many systems there are requirements to ensure that relevant information is recorded about
actions performed by users or processes acting on their behalf so that the consequences of those
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actions can later be linked to the user in question, and the user held accountable for his actions.
Accountability shall cover any functions intended to record the exercising of rights which are
relevant to security.

Moreover, in many systems there are requirements to ensure that sufficient information is
recorded about both routine and exceptional events that later investigations can determine if
security violations have actually occurred, and if so what information or other resources were
compromised. Audit shall cover any functions intended to detect and investigate events that
might represent a threat to security.

Accountability and audit shall include functions related to the collection, protection and analysis
of such information.

A.6.4 Object Re-use

Object reuse is an important topic for sectors where confidentiality is a major concern. The
definition given here is adapted from the ITSEC [CEC 91].

In many systems there will be requirements to ensure that resources such as main memory and
areas of disk storage can be reused while preserving security. Object reuse shall cover any
functions intended to control the reuse of data objects. It shall include functions to initialise or
clear unallocated or reallocated data objects.  It shall include any functions to initialise or clear
reusable media such as magnetic tapes, or to clear output devices such as display screens when
not in use.

A.6.5 Levels of Redundancy

As indicated in A.5.2, a widely-used method to attain fault tolerance is to perform multiple
(equivalent) computations through multiple channels. When dealing with physical faults, the
channels may be identical, based on the assumption that hardware components fail
independently. Then the outputs of the various channels are identical in absence of faults, if the
computations can be made deterministic (i.e. if computations can be made independent from the
inherent discrepancies between the various channels: different local time values for the same
events, local information such as host-ids or addresses, etc.).

The level of redundancy, i.e. the channel multiplicity, has to be chosen according to the way
errors are to be detected and the faulty channels diagnosed, according to the expected system
behaviour in presence of faults The level of redundancy, i.e. the channel multiplicity, has to be
chosen according to the way errors are to be and according to the number of faults to be
toleratedÊ:

•  If the errors are detected by specific error detection means (watch-dogs, error detecting
codes, likelihood checking, etc.), these means allow also to identify and isolate faulty
channels and channel multiplicity is used for continuous operation despite faults
affecting some channels. In that case, n channels are used to tolerate n-1 faults.

•  On the contrary, if errors are detected by comparing the outputs produced by the various
channels, at least two channels are necessary to detect errors and at least three different
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channels are necessary to identify one faulty channel. Moreover, if an agreement must
be guaranteed between the non faulty channels and if the faulty channels can exhibit
inconsistent (ÒByzantineÓ) failures, some agreement protocols may require higher levels
of redundancy (e.g. 3f+1 independent channels to tolerate f Byzantine channel failures).

A.6.6 Design Diversity

Multiple channels can be used to tolerate faults if the corresponding redundancies are
independent with respect to the process of fault creation and activation. While identical channels
can be used when considering only physical faults, this is not true if you have to consider faults
affecting the design process: software faults, faults in the design of the hardware or of the
hardware components, faults in the development or manufacturing environment (compilers, test
units, etc.), in the software distribution, etc. Such faults may affect identically several identical
channels.

In that case, the various channels have to be designed and developed independently. Design
diversity can be imposed on different parts of the system development: application software,
operating system, languages, hardware, etc. But diversely designed channels can exhibit non-
identical behaviours when running the same computations, and provision has to be made against
discrepancies between non-faulty channels.

A.6.7 Fail-Halt System

A system can be designed so that, when an error is detected, its outputs are frozen (fail-passive
system) or silent (fail-silent system). To do so, the error detection mechanisms can isolate the
outputs, stop the clock, switch the power supply off, etc. Or the computing system can be forced
to reach a stable, predefined state. The coverage of the fail-halt property is defined as the
probability that the system halts when a failure occurs.

This property can be very useful in some safety-critical systems where halting the computer
system prevents the occurrence of catastrophic failures, i.e. where the controlled system reaches
systematically a safe state when the computer halts.

In some other cases, the fail-halt property is not sufficient for the controlled system to reach a
safe state. For instance, in railway systems, a stopped train is in a safe state only if this stop is
signalled to the following trains on the same track. A system which, when failing, is able to
signal its failure and then halts, is usually called Òfail-stopÓ.

For safety critical systems whose safety depends on fail-halt or fail-stop properties, the property
coverage has to be proven to be sufficiently high to satisfy the safety objectives.

Fail-halt components are also often used as building blocks to construct fail-operational systems,
since the knowledge of the failing component behaviour helps to simplify the design of fault
tolerant mechanisms at the system level.
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A.6.8 Graceful Degradation

On the contrary to fail-halt systems, if a fault tolerant system has to stay operational after the
failure of one or several of its components, the fault treatment may cause a reduction of the
processing capacity of the system by passivation of the faulty unit(s). This processing capacity
reduction may last as long as needed by the maintenance to reconfigure the system and bring it
back to its nominal configuration. The system should be designed to minimise the consequences
of this capacity reduction, i.e., to minimise the service degradation. Three kinds of degradation
can be considered:

•  Redundancy degradation: the processing capacity reduction results in a reduction of the
system redundancy, and thus reduces the ability of the system to tolerate further faults,
or at least reduce its ability to tolerate as many faults as the nominal configuration. This
can be acceptable if the system is not safety critical or if the mean duration of the
degradation is short enough for the probability of occurrence of further faults be low
enough.

•  Performance degradation: the processing capacity reduction results in an increase of the
tasks execution time (time performance degradation) or in accuracy (accuracy
performance degradation). This can be accepted if the real time requirements or
accuracy requirements are not too stringent.

•  Task degradation: the reduced processing capacity is devoted to the most critical tasks,
and the least critical tasks are aborted.

The system should be designed to exhibit a behaviour mixing these three classes of degradation
to satisfy as much as possible the system requirements despite the occurrence of one or several
successive component failures.

A.6.9 Defence in Depth

To cope with the expected risks and threats, protection and fault tolerance mechanisms have to be
implemented in the system. But in most cases, no single mechanism presents a high enough
coverage to satisfy the dependability requirements of the system. Thus, several mechanisms have
to be integrated in such a way that even if one mechanism fails, other mechanisms will prevent
the system failure. For instance, an intruder would have to by-pass or break several protection
mechanisms (authentication, access controls) to perform an intrusion. Or conversely, an error
which has not been detected by an error detection mechanism, has to be likely to be detected by
others before the error propagates to the boundaries of the system, thus provoking a system
failure.

A.6.10 Defensive Programming

Defensive programming aims at limiting error propagation, by inserting into functional program
modules some non-functional components (usually called Òexecutable assertionsÓ) which verify
certain properties on module input data, output data or intermediary results [Rab�jacÊ95].
Defensive programming gives program modules a robust behaviour against errors, whether these
errors are due to incorrect interactions with other modules or to internal faults. When an error is
detected by an assertion, an exception is raised and another component (called exception handler)
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is run in order to prevent error propagation. Being able to access internal software states,
assertions can provide early error detection. Formal methods, can be used to develop and validate
executable assertions.

A.6.11 Partitioning and Separation

In order to limit the consequences of component failures, the system has to be partitioned in
several units and these units are to be separated and isolated to reduce the risks of common mode
faults (i.e., single faults affecting several units) and of error propagation between units (error
confinement regions). This principle can be used to limit the extent of intrusions (related with
defence-in-depth principle, see A.6.9), and to organise redundant units to build fault tolerant
systems.
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Annexe B - Glossary

No. Term Definition

1. Assessment The process of analysis to determine whether the design
authority and the validator have achieved a system that meets
the specified requirements and to form a judgement as to
whether the system is fit for its intended purpose.

2. Aut henticity The validity of a claimed identity

(Remark: The definition of integrity includes this property)

3. Availabil ity a) Dependability with respect to readiness for usage.

b) A measure of the delivery of proper service with respect to
the alternation of proper and improper service.

4. Confidence Level Level of confidence concerning one dependability attribute. The
Confidence Level can be a requirement (i.e. part of the
dependability profile) or the result of the assessment with
respect to this attribute of the resulting system.

The rating with respect to one dependability attribute which
quantifies the level of confidence in the system having that
attribute is given in levels from 0 to 4. Level 0 means no
requirements or no confidence level achieved. Level 4 is the
highest level.

5. Confidence
Providing Activity

Those activities which constitute a Dependability Related
Process.

6. Confidence
Providing Process

The processes

•  Dependabi lity Requirements Validation

•  Cor rectness Ver ificat ion

•  Dependabi lity Validat ion and

•  Process Quality

whi ch com prise the Confidence Providing Activities that have to be
car ried out dur ing system development.

7. Confident iality Non occurrence of unauthorised disclosure of information.

8. Cor rectness
Ver ificat ion

Verify that the functions implemented conform with their
specifications.

Cor rectness Ver ificat ion is a Dependabi lity Related Process.
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No. Term Definition

9. Cri teria Description of the means by which confidence in the
dependability of a system can be established. (term specific to
SQUALE)

10. Dependabi lity T arget A description of what will be assessed including the identified
hazards and ratings, the dependability profile, the dependability
objectives, the dependability policy, an overview of the system
architecture and the system environment.

11. Dependabi lity That property of a system, such that reliance can justifiably be
placed on the service it delivers.

12. Dependabi lity
All ocation

Assignment of dependability objectives and the statements of
the dependability policy to the defined parts of the system
(physical, personal, IT, organisation, subsystem, component)
using dependability principles.

13. Dependabi lity
Att ribute

is one of the following:

• Availability

• Reliability

• Safety

• Confidentiality

• Integrity

• Maintainability

14. Dependabi lity
Obj ective

Dependability properties that need to be satisfied by a system or
subsystem/component (to remove identified hazards or reduce
their effect to an acceptable level).

15. Dependabi lity P olicy Specifies the set of regulations, standards, practices, principles
and procedures that should be used to achieve the dependability
objectives.

16. Dependabi lity P rofile Combination of confidence levels for each of the Dependability
attributes.

17. Dependabi lity
Pri nciple

Design guidelines and approaches that are generally accepted in
a specific sector. Examples are: Fail Stop, Defensive
Programming, Redundancy, Partitioning, Defence in Depth,
ITSEC Generic Headings.

18. Dependabi lity
Rel ated F unctions

Those that contribute or influence the satisfaction of the
dependability objectives.
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No. Term Definition

19. Dependabi lity
Requirement
Val idation

Dependabi lity Requirement Validat ion has to ensure,  that at each
level of system  decom positi on the hazar ds and threats of a TDA
have been properly identifi ed, that they are covered by the
respective dependabil ity objectives, the dependabil ity Policy and
the dependabili ty rel ated functions and that they comply with the
ini tial needs of the dependable system. 

Dependabi lity Requirement Validat ion is a Dependabi lity Related
Process.

20. Dependabi lity
Val idation

The dependabili ty Val idation checks that the Dependabilit y
Obj ectives are completely and eff ectively covered by the TDA.

Dependabi lity Validat ion is a Dependabi lity Related Process.

21. Detail Defines the scope of the CPA such as whether it addresses:

•  parts or all of the system,

•  one or many refinement levels,

•  all the properties or only a subset.

22. Hazard A hazard is an event with potentially unacceptable
consequences.

23. Hazard Analysis Identification of causes for hazards and definition of which
hazards are expected to be reduced or removed by the system.

•  Identify the causes for hazards in the environment that the
system should protect against

•  Identify the causes for hazards introduced by failures of the
system.

•  Identify the causes for hazards on the system caused by the
environment.

24. Hazard Rating Rating the acceptability of hazards to establish dependability
objectives.
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No. Term Definition

25. Independence Separation of responsibilities which ensures the accomplishment
of objective verification, validation or assessment

•  Independent person: A person who is independent and
distinct from the developers, and who does not have direct
responsibility for development activities.

•  Independent department: A department which is separate and
distinct from the departments responsible for the main
development of the system.

•  Independent organisation: An organisation which is separate
and distinct, by ways of management and other resources,
from the organisations responsible for the main development
of the system.

26. Int egrity Non-occurrence of improper alterations of the system

27. Mai ntainability Ability to undergo repairs and evolution

28. Preliminary Hazard
Analysis

The preliminary hazard analysis is not to be confused with
hazard analysis. The aim of a Preliminary Hazard Analysis is to
determine the criticality of the System by finding hazards, rating
them and deriving a Dependability Profile and Dependability
Objectives.

A preliminary hazard analysis consists of three steps:

1. The identification of hazards, the identification of
unacceptable consequences (failures) of hazards and the
identification of causes (faults) for hazards.

2. The estimation of the occurrence of the causes and
consequences and of the severity of the consequences, often
known as hazard rating. This should be done for different
attributes (damages for persons, equipment, finance, ...).
This estimation results in Confidence Levels for every
Dependability Attribute and in Dependability Objectives for
the reduction of the occurrence of identified causes and/or
the reduction of the severity of consequences.

3. A validation of whether the Dependability Objectives or
related functions reduces the occurrence of identified causes
and/or the severity of consequences.
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No. Term Definition

29. Process Quality Process Quality ensur es, that the system development is properl y
str uctured, planned and controlled.

Process Quality is a Dependabilit y Related Pr ocess.  The Criteri a
address only those quality checks that are specific to a dependable
system.

30. Quality Assurance All the planned and systematic activities implemented within the
quality system and demonstrated as needed, to provide adequate
confidence that the entity will fulfil requirements for quality.

31. Rel iabili ty A measure of the continuous delivery of proper service ( or of
the time to failure)

Dependability with respect to the continuity of service.

32. Required
Dependabi lity
Property

Condition or capability that must be met or possessed by a
system or system component to satisfy the dependability
objectives.

33. Rigour The level of rigour for the application of a CPA indicates how
the activity has to be done, the degree of justification to be
provided to the assessor and the kind of evidence required.

34. Risk The probable rate of occurrence of a hazard causing harm and
the degree of severity of the harm.

35. Saf ety Non occurrence of catastrophic consequences for the
environment (in terms of human injury, deaths, financial loss,
etc.)

36. Security Confidentiality and integrity together with availability

37. Ser vice System behaviour as perceived by the system user.

38. System An integrated composite (people, products and processes) that
provide a capability to satisfy a stated need or objective, bound
together to interact.
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No. Term Definition

39. Tar get of 
Dependabi lity
Assessment (TDA)

The system (or part of a system), identified within the
Dependability Target, that will be subject of an assessment
according to these Criteria. It will include all the components
that:
•  enforce the dependability requirements claimed for the TDA

(dependability enforcing components)

•  are depended upon to operate correctly while supporting the
dependability enforcing components (dependability related
components)

•  are neither dependability enforcing nor dependability related
but cannot be shown to be separate and independent from the
dependability enforcing and dependability related
components

The TDA corresponds exactly to the Target of Evaluation (TOE)
in ITSEC evaluations.
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