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Abstract

Asynchronous micropipelined designs are self-checking
against permanent stuck-at faults making the circuits highly
resistant against invasive fault attacks. A single transient
fault, however, can result in a data token insertion or dele-
tion which can cause a continuous stream of erroneous out-
puts that can be exploited by a malicious attacker. We pro-
pose a system level error detection method targeted for de-
tection of faults that cause data token insertions and dele-
tions. The method is based on minimum distance robust
error detecting codes and exploits the repeating errors in
linear networks to improve the error detection performance.

1. Introduction

Increased parameter variation, difficulties of predicting
timing, high soft error rates, and increased noise are just
some of the challenges facing nanoscale electronics. Asyn-
chronous circuits have been shown to solve many of these
problems and are a likely candidate to replace clocked
implementations for future digital nanotechnologies [9].
Asynchronous circuits have also been shown to have many
inherent properties beneficial for secure circuit applications.
Clockless designs have been shown to have advantages in
providing protection against power, EMI, timing, and fault
attacks [6]. Based on these trends in secure and nano cir-
cuits one can expect future secure digital devices to be based
on asynchronous designs.

In this paper we investigate effects of faults and errors
of secure asynchronous quasi delay insensitive (QDI) de-
signs and propose a protection method against fault attacks
that exploits the unique fault characteristics of the designs.
Although we concentrate our analysis on security applica-
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tions, the fault models and methods considered are useful in
general designs as well.

The unique behavior of fine-grained QDI asynchronous
circuits in the presence of transient faults requires special
consideration and can be exploited to improve the error
detection. We introduce minimum distance robust codes
which combine the robust and classical minimum distance
properties of codes. These codes provide for better detec-
tion than the traditional system level methods for detection
of transient faults in fine grained QDI asynchronous circuits
especially when the faults result in a deletion or a creation
of a data token. We apply and analyze our method for the
protection of the linear portion of the Advanced Encryption
Standard (AES).

2. Faults in QDI Circuits

The effects of faults on QDI circuits has been investi-
gated in [7] [8]. A fault within a QDI asynchronous cell
can have one of the following effects

1. deadlock

2. invalid data token (‘11°)

3. data modification (flipping a value of a data token)
4. data generation (creation of a data token)

5. data deletion (deletion of a data token).

A major benefit of QDI asynchronous circuits is that
almost all stuck-at-faults create a deadlock in the system
[2] which makes the circuits almost completely self-testing
against permanent stuck-at faults. This behavior is es-
pecially beneficial in secure fault attack resistant systems
since it makes it much more difficult to use invasive tech-
niques to perform a fault attack.
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Asynchronous designs also offer good resistance against
many transient disruptions. The dual rail encoding of data
makes it more unlikely that data modifications due to natu-
ral events will occur since a flip in a logical value requires
the modification of two signals. The encoding redundancy
of the dual-rail data can be used for fine grained checking
of data validity for detection of many transient disruptions
that result in an invalid data token value (i.e. ‘11°).

Asynchronous circuits, however, are vulnerable to the ef-
fects of transient faults due to the final two manifestations.
A transient fault which disrupts the handshaking between
gates can result in generation or deletion of a data token. A
single transient fault which creates or deletes a data token
can result in a large number of erroneous outputs.

To illustrate the negative effects of token insertions or
deletions consider the circuit in Figure 1 which shows block
level data flow for a asynchronous QDI micropipeline. A
fault which generates a new data token (marked with X in
Figure 1) can result in a misalignment of all the data within
the pipeline as well as all future data inputs. The new data
token can erroneously take the place of a data token in the
data streams thereby offsetting all of the tokens in all of
the following streams (see Figure 1). When this occurs the
data tokens in the data steams will be mis-synchronized and
the final output can be erroneous for each misaligned data
stream. The fault, although only transient, will corrupt fu-
ture data messages as though they all had the same fault. A
similar effect can be observed when a data token is deleted
due to a fault.

Data Input
Data Output (Errors)

Misalignment of data tokens
resulting in output errors

Transient Fault resulting
in a new data token X

Figure 1. Example of token insertion

By injecting faults which generate or delete data tokens
into an asynchronous implementation an attacker can obtain
many erroneous outputs corresponding to that fault without
having to reapply the fault or cause permanent damage to
the circuit. The ability to obtain multiple erroneous outputs
corresponding to a single fault location simplifies the attack
as it makes it easier to determine the location of the fault.
Other than a possible eventual pipeline stall for some im-
plementations with algorithmic loops, QDI asynchronous
circuits have no natural method of detecting such behavior.
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The observation that many faults within a QDI asyn-
chronous circuits do not lead to a deadlock is important for
traditional reliability considerations and has motivated sev-
eral specialized circuit-level protection methods [3] [7] [10]
[11].

A major disadvantage of the proposed circuit level tech-
niques is that they are designed to stop the propagation of
the errors and typically have no methods for detection or
they assume only single event transients within the circuit.
Detection of faults for secure circuits is crucial since the
frequency and number of faults observed can be used to
recognize if a device is under an attack. The ability to rec-
ognize a fault attack increases the device security since it
allows the device to take reactive measures such as clearing
sensitive information from memory to prevent possible data
exposure. Masking or filtering of transient faults by circuit
duplication reduces the possibility of detecting and react-
ing to an attack. Likewise, assumptions of single transient
faults used for natural sources are cannot be guranteed for
an active attacker.

We propose a system level protection method which does
not mask faults and can detect data token deletions, cre-
ation, and modifications. The method uses a concurrent er-
ror detection architectures based on minimum distance ro-
bust error-detecting codes. The codes are especially suited
for detecting token deletions and insertions due to faults
in linear networks as the probability of detection for these
codes increases as more erroneous outputs are observed.
Likewise, the probability of detection for these codes is gen-
erally independent of the error multiplicity and provides for
a guaranteed level of detection regardless of the error type.
These robust codes offer several advantages over classical
linear error-detecting codes such as Hamming or parity for
the error model considered. The classical methods have a
large number of undetectable errors and they do not exploit
the repeating nature of the errors associated with token in-
sertions and deletions.

The definition of these codes and a simple construction
is presented in the next section followed by their application
to AES.

3. Robust Codes

We start with a summary of the relevant definitions and
construction from [5] and propose new constructions of
minimum distance robust codes. These codes have a min-
imum distance which guarantees the detection of errors of
a low multiplicity while preserving robust error detection
properties for all other errors.

We define the error-masking probability Q(e), for an er-
ror e and a code C as
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where + is addition in the respective field.

A robust code is a code for which there are no unde-
tectable errors. Equivalently, code is robust if there is at
least one codeword that does not result in the masking of
the error.

6]

Definition 3.1 The code C is robust with respect to its
error-masking probability iff Q(e) < 1 for all nonzero er-
rors.

For a given dimension and redundancy of a robust code
the aim is to minimize the maxima of Q(e) or equivalently
the number of messages for which an error will be masked
over all nonzero errors . To help in the discussion we define
R-robustness of a code.

Definition 3.2 A robust code C where

Q(e)|C] 2)

R = max
e#0,eGF(qm)

is called R-robust.

A systematic robust code can be defined by the non-
linearity of its encoding function. The nonlinearity of the
function can be measured by using derivatives D, f(z) =
f(z + a) — f(z). The nonlinearity measure can be defined
by (from [1])

Py = Pr(Dof(x) =b)  (3)

max max
0£a€GF(2%) beGF(2")
where Pr(E) denotes the probability of occurrence of event
E. The smaller the value of Py, the higher the correspond-
ing nonlinearity of f.

Theorem 3.1 ([5]) Let [ be a function with nonlinearity
Py that maps GF(2F) to GF(2") where k > r, the set of
vectors resulting from the concatenation of a,b : {(a,b =
f(a))} where a € GF(2%) and b € GF(2") forms a
(2% Py)-robust systematic error-detecting code.

The general constructions of robust codes do not con-
sider a minimum distance as in classical error-detecting
codes. However, the construction of systematic robust
codes based on nonlinear functions can be applied to clas-
sical linear minimum-distance codes to produce minimum-
distance robust codes.

Definition 3.3 Let ||e|| denote the multiplicity of an error
e. A R-robust code where the Q)(e) = 0 for all errors where
lle|l < dis a d-minimum distance R-robust code. A d-
minimum distance R-robust code of dimension n with M
codewords is denoted by a quadruple (n, M, d, R).
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Minimum distance robust codes can be constructed by
appending a nonlinear signature to any systematic minimum
distance code.

Theorem 3.2 Let V be a systematic (n, 2%, d) code and let
f: GF(2%) — GF(2") be nonlinear function with nonlin-
earity Py. The code

C = {(z, Pz, f(x))|(x, Pz) € V}, “)

where P is the encoding matrix for code V, is a (n +
r,2F d, R < Qka) minimum distance robust code.

Proof Appending extra nonlinear bits does not change the
minimum distance of the code. Any error which will affect
only the redundant bits of V' will clearly be immediately
detected. Any other error will be detected by the robust
code. The robustness R of the code follows from Theorem
3.1

For the designs in this paper we use robust codes based
on the non-repetitive quadratic form as the nonlinear func-
tion for the robust code:

flx = (20,21, ...7x)) = Tox1 + T2x3 + ... + Tp_12% (5)

where k is odd, x; € GF(2), and all operations are over
GF(2).

The non-repetitive quadratic function which maps ele-
ments from GF(¢*) to GF(2) is a perfect nonlinear func-
tion and results in optimum systematic robust codes. Using
the function f we define the following two codes.

Construction 3.1
Cy ={(z, f(z))|z € GF(2")} (6)

where k is odd and f is the function from (5) is a (28=1)-
robust code with dimensionn = k + 1.

Construction 3.2
Cy = A{(z,p(x), f(z))|z € GF(2")} (7

where k is odd, [ is the function from (5), and p(x) is the
parity of x is a (k+2,2%, 2, 2k=1) minimum distance robust
code.

The robust and minimum distance robust codes have sev-
eral benefits which motivated their application for detection
of token insertions and deletions in secure circuits. First as
described in more detail in [4] and [5], robust codes have
uniform error detection. Their error masking probability is
bounded by R/|C| regardless of error multiplicity or any
subset of errors that is considered. This eliminates weak ar-
eas of protection. Even if an attacker injects faults that result
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in errors of high multiplicities, the protection guarantees a
minimum level of error detection. That is not the case for
protection based on linear codes. Error detection properties
for errors of multiplicity greater than the minimum distance
for linear codes can be unpredictable and very low.

Secondly, the detection of errors for these codes is data
dependent. Each error is masked only for a R subset of pos-
sible codewords. When an error distorts several different
codewords the probability of detecting the error increases.
That is, the chances that at least one of the codewords will
not be in the set which masks the error decreases exponen-
tially for a uniform distribution of codewords. This property
increases the probability of detecting token insertions and
deletions. In linear circuits token insertions and deletions
result in a continuous stream of repeating errors.

In the next section we apply these codes to the protection
of a round of AES to demonstrate their benefits and useful-
ness for detection of faults in micropipelined asynchronous
circuits.

4. Application to AES
4.1 Implementation

A round of AES can be divided into two types of op-
erations, linear and nonlinear. The field inversion is the
only nonlinear transformation. All other operations are lin-
ear and can be implemented with XOR gates only. On the
round level the 128-bit datapath can be split into four inde-
pendent and identical 32-bit data streams. We will therefore
describe the design with respect to one 32-bit stream. In [4]
an efficient method for providing robustness for the nonlin-
ear portion, the field inversion, was presented. We extend
the completely robust protection to the linear MixColumn
and affine transformations of a round of AES.

For all analysis and experiments we used the linear por-
tion of a typical AES round which consists of one MixCol-
umn transformation and four affine transforms. The linear
circuit and all circuits used to add protection were synthe-
sized from an HDL specification using Synopsys Design
Compiler. The synthesized linear network which has a 32-
bit input and a 32-bit output requires 216 two-input XOR
gates.

The error characteristics of the linear circuit due to single
token insertions and deletions are depicted in Figure 2. The
figure shows the fraction of single token insertions or dele-
tion within the circuit that will result in a given multiplicity
of errors at the output of the network. As the histogram
shows many of the single token insertions will result in a
single bit error or affect an odd number of output bits. This
property has previously motivated the use the parity code
for protection. However, in addition to the errors which can
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be detected by parity there are many errors which are unde-
tectable by the parity method. Even weight errors account
for 27% of the possible manifestations of a token insertion
within the circuit.
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Figure 2. Fraction of single token insertions
causing an error of given multiplicity

To evaluate the benefits of using robust and minimum
distance robust codes we injected faults into designs with
three different protection methods: linear parity, robust par-
ity, and a minimum distance robust codes. In all the three
cases the linear network remained the same only the predic-
tor circuit and the error detecting network were changed.

For each protection method, to the linear circuit a redun-
dant predictor (P) is added such that the output of the pre-
dictor and the output of the linear network of AES resultin a
desired codeword. An additional circuit, the error detecting
network (EDN), is used to verify the relationship between
the output of the linear network and the predicted signature.
The general architecture of the protection is shown in Fig-
ure 3.

A

32

Linear
Network of P
AES

W Error

Figure 3. Architecture for concurrent error de-
tection
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predictor | EDN | overhead (%)
linear parity 31 32 30%
robust parity 185 32 100%
min. dist. robust 196 64 120%

Table 1. Gate count and hardware overhead
for designs

For the implementation protected by linear parity the
one-bit output of the predictor Z is equal to the parity of
the error free output W. For the implementation protected
by the robust parity, the one-bit output of the predictor is
equal to the nonrepetitive quadratic function of V. Finally,
for the implementation protected by the minimum distance
robust codes the predictor has a two-bit output. One bit is
equal to the parity and the other is equal to the non-repetitive
quadratic function of the error-free output of the linear net-
work of AES.

The overheads of each of the implementations are sum-
marized in Table 1. The table lists the number of two-input
gates required for each implementation and the overhead
compared to the unprotected implementation. The linear
parity requires very little overhead due to the parity pre-
serving nature of the linear operations. That is, the parity of
the inputs is equal to the parity of the outputs which results
in a compact parity predictor and a 30% gate count over-
head. The robust parity implementation requires the pre-
diction of a nonlinear function of the output and results in
a larger overhead. Despite the larger overall overhead, the
size of the error detecting network for robust parity is the
same size as for the implementation based on linear parity
codes. The final implementation which combines the linear
and robust parity into one implementation requires slightly
more hardware in the predictor and 32 more gates in the
EDN compared to robust parity.

We next analyze the benefits of the robust implementa-
tion of the AES subcircuit.

4.2 Error Detection Analysis and Simulation

The three different architectures (linear parity, robust
parity, and minimum distance robust) were simulated to
compare their effectiveness and general protection charac-
teristics in detecting token insertions and deletions. Tran-
sient faults which cause data token misalignment were in-
jected and random inputs were applied for each fault. The
misaligned outputs as well as the error signal of each archi-
tecture was recorded.

The results of the simulations where injection of faults
cause only single token insertions and deletions are depicted
in Figure 4. The Figure shows the probability of detecting
a token insertion or deletion as a function of the number of
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misaligned outputs that were observed. The curves in the
Figure represent the expected probability that a fault which
results in a token insertion or deletion will be detected by
the circuit. A token insertion or deletion is considered de-
tected if it triggers the error signal at least once for the given
number of observed misaligned streams.

A misalignment of data does not always result in errors
at the output of the circuit. When data tokens from adja-
cent data streams have equal values the misalignment of
data does not result in a distortion. Not all outputs resulting
from the token generations or deletion can be used to detect
the fault. As more outputs are observed the probability that
the misaligned data tokens do not match and will result in a
manifestation of the fault increases.

For each of the architectures the probability of detection
grows as more misaligned outputs are observed. For the lin-
ear architecture the increase as a function of buffered out-
puts is due only to the increased probability that the mis-
alignment of data will result in incorrect data. As shown in
the histogram in Figure 2, 73% of single token insertions
and deletions cause errors of an odd multiplicity. After ob-
servation of a single misalignment output, the probability
that the fault will be detected can be estimated by taking
the product of manifestation and the probability of an er-
ror of an odd multiplicity. As more misaligned tokens are
observed the probability of a faulty output increases. For
the architecture based on linear parity the probability of de-
tection asymptotically approaches the value of 73% which
corresponds to the percentage of token insertions which re-
sult in an odd error. Regardless of how long the data is ob-
served, the linear architecture will miss 27% of single token
insertions or deletions.

For the architecture based on the robust parity code the
probability of detection as a function of observed streams
increases faster than for the linear architecture. The in-
crease of the probability of detection is not only due to the
increased probability of manifestation but also due the ro-
bustness of the code. Since the subcircuit of AES is linear,
single token insertions and deletions result in a repeated er-
rors whenever they are manifested. When a manifestation
corresponding to the token generations or deletions occurs,
it always results in the same error pattern at the output of
the linear network. Due to the robustness of the codes, the
probability of detecting the error, and hence the fault caus-
ing the initial token insertion or deletion, increases as more
outputs are distorted by the same error. By definition of
robust codes, the probability of masking for each error de-
pends on the data. As more codewords are affected by the
same error the probability of detection increases.

When all of the outputs of the circuit are possible (as is
the case of the linear subcircuit since AES is a one to one
function) the probability of detection for the robust codes
approaches one as more erroneous streams are observed.
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With a single additional bit, all of the token insertions and
deletions are detectable. The probability of detection for the
robust parity is already greater than that for the linear parity
after four streams.

The probability of detection for the robust parity when
fewer than four streams are observed is, however, signifi-
cantly lower than for the linear parity. This can be attributed
to the error characteristics of the circuit which favor a code
such as parity. The robust parity code does not assume any
given error distribution and any error pattern is masked with
a probability of at most 50%.

Due to the distribution of errors associated with the lin-
ear subcircuit of AES (see Figure 2 ) the architecture based
on a minimum distance robust provides the best perfor-
mance. The architecture combines the linear parity and
robust parity methods to ensure eventual detection of all
token deletions and insertions but also provide lower de-
tection latency for the nonuniform error profile of the net-
work. As shown in Figure 4, the probability of detection
of single token insertions and deletions for the minimum
distance robust codes approaches one as the number of ob-
served streams increases.

----

o
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Number of Streams

Figure 4. Probability of detecting token in-
sertions and deletions versus number of
buffered streams

5. Conclusions

The hardware overhead of the method based on robust
error detecting codes is on the order of the previously
proposed circuit level methods but has several advantages.
The method

1. detects all possible token insertions or deletions,

2. detects data token modifications and manifestations of
invalid data tokens,
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3. does not mask or prevent propagation of soft errors
allowing detection of an attack.

The use of minimum distance robust codes allows guar-
anteed detection of most probable errors while providing
robust detection for all remaining errors. For the robust ar-
chitectures, the probability of error detection can be config-
ured by adjusting the number of buffered message streams.
The method is especially useful for use in high level HDL
specifications where the exact circuit topology depends on
the synthesis engine and the final library or technology to
which the circuit is mapped. Although the method was an-
alyzed specifically with respect to secure AES, the method
can be used in any general asynchronous design and can be
useful in asynchronous nanocircuits which are susceptible
to high error rates.
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