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• Lead: Angela Sasse at UCL, with Imperial 

College, Royal Holloway and Newcastle U. 
• Halfway 3½ year project 
• Newcastle part with psychologists from 

Northumbria (Pam Briggs, Lynne Coventry) 
• Newcastle part is about nudging: influencing 

behaviour while leaving choice with the user 
• Nudge: popular in governments, eg. opt-in 

instead of opt-out of pension schemes  



Example	  

•  If you have all 
necessary passwords, 
and you are in a public 
space, which network 
do you select?  

•  25 over 34 participants 
selected 1qy3 
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Modeling	  
• Conceptually, how to think about nudges: 

•  a form of influencing à we used an agent model 
•  decision-making à we model ‘intuitive’ decisions 

within usual frameworks (multi-criteria, utility 
models) 

•  we showed that it’s possible that nudges 
outperform enforcement 

•  a WIFI case study provided us with data to fit a 
multi-criteria decision model utility function à 
allows us to determine which people are 
influenced and how 



Main	  abstraction:	  
agent	  model	  
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Fig. 1. Relationship between a decision-maker and an influencer

be seen as evidence of the consistency of the model; in addition, we show that
strong and weak enforcement can be expressed within our model, and that they
are optimal under the intuitive conditions (Section 4.2); Finally, we validate our
model by illustrating it with two distinct examples (Section 3 and 4.3).

Structure. In Section 2, we present the basic model for a decision-maker,
including the notion of environment, observation, impact and e↵ect. In Section 3,
we present an example of decision-making process, based on attribute based
access control, and we illustrate the notion of influence, by showing that it might
not be possible to always force a decision-maker towards a specific decision. In
Section 4, we introduce an explicit notion of influencer, that needs to select an
e↵ect based on an observation, and is thus subject to uncertainty. In Section 5,
we discuss about the problems arising with the modelling of multiple influencers.
Finally, we conclude and discuss future work in Section 6. Note that, to the best
of our knowledge, our model is the first formal approach aiming at characterising
the influence of a policy enforcer, and as such, there is no explicit related work
section. However, we identify several related lines of work in Section 6, especially
in the context of extending our model.

2 Decision-Maker

We consider here a multi-agent system, depicted on Figure 1: on the one hand,
a decision-maker makes an observation of the environment, analyses it through
a context, and makes a decision according to a policy; on the other hand, an
influencer also observes the environment, and selects an e↵ect to modify the
context of the decision-maker, in order to influence the decision. Note that by
policy, we refer to a function governing the behaviour of an agent, which should
not be confused with the notion of security policy, which describes what decisions



Utility	  model	  
 

 

In general, a decision-maker is a probabilistic agent, typically because a single
decision-maker e↵ectively corresponds to a population of users, as said above.
More formally, given a decision-maker ↵i, we write Ci for the set of contexts
available to ↵i, Di for the set of decisions available to ↵i and1 ⇡i : ⇥⇥Ci ! P(Di)
for the policy associated with ↵i. We say that a decision-maker is deterministic
given an observation ✓ and a context c whenever there is a decision d such that
⇡i(✓, c, d) = 12. In this case, we abuse the notation and write ⇡i(✓, c) = d.

2.3 Impact

Each decision selected by a decision-maker ↵i can have an impact on the en-
vironment. For instance, deciding to perform an access or selecting a wireless
network has some consequences over the global security of the system. Hence,
we consider a security policy over the decisions selected by a decision-maker ↵i,
which we denote by a function ⇢i : E ⇥ Di ! [0, 1], such that given an environ-
ment e and a decision d, ⇢i(e, d) equals 1 when d is secure in e, and equals 0 if it
is non-secure. Although this modelling allows for gradual levels of security, for
instance following [3], in many cases, the impact of a decision is either 0 or 1.

The security policy is defined over the environment, and not over the ob-
servation of the decision-maker, meaning that the impact of a decision-maker
is calculated from the perspective of the system rather than from that of the
decision-maker.

Definition 1 (Impact). Given an environment e and a context c, the impact

of a decision-maker ↵i is defined as:

�i(e, c) =
X

✓2⇥

pi(✓ | e)
X

d2Di

⇡i(✓, c, d) ⇢i(e, d)

The level of security of a decision-maker ↵i can then be calculated for a given
context c by considering the global impact:

�i(c) =
X

e2E
p(e) �i(e, c).

Note that in this case, the probability p(e) for the environment e does not depend
on the decision-maker.

If �i(c) = 1, then the agent always behaves securely for the context c. How-
ever, in general, it is possible that �i(c) < 1. Indeed, the decision-maker might
intentionally select non-secure decisions even with a perfect observation of the
environment, or might select non-secure decisions because of inaccurate observa-
tions. In either case, the influencer has the responsibility of selecting the context
that maximises the level of security of the decision-maker, as described below.

1 Given a set X, we write P(X) for the probability space associated with X, i.e., for
the set of functions f : X ! [0, 1] such that

P
x2X

f(x) = 1
2 Strictly speaking, we should write ⇡

i

(✓, c)(d), however, for the sake of clarity, we
use here the curried notation when no confusion can arise, and we write ⇡

i

(✓, c, d)
instead.
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Modeling:	  a	  case	  for	  
soft	  enforcement	  
•  In some cases, we can influence decision-

makers by increasing the likelihood they 
make a particular decision à soft 
enforcement is better than enforcing a 
choice 

• The optimality of the influence depends both 
on the control over the decision-maker, and 
the uncertainty of the agent observations.   



Example	  

ON	  
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EDUROAM	  
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Example	  
• Do nothing 

•  Impact: 0.6*0.7 + 0.4*0.7 = 0.7  

• Deactivate FreeWifi 
•  Impact: 0.6*1 + 0.4*0 = 0.6 

•  Increase by 0.1 chance of selecting eduroam 
•  Impact: 0.6*0.8 + 0.4*0.6 = 0.72 



Conclusions	  
• Nudging for information security 

• Design cycle for nudges 

• Model for nudging (agent model) and 
decision-making in utility model  

• Soft enforcement can be optimal under 
uncertainty 


