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• 3 out of 5 nurses enter incorrect data

• All 5 confused by setup or selection of mL/hr

• 2 out of 5 confused by programming

• 3 out of 5 confused by decimal point

A two-hour study
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Figure 1 5 Interdependence of human-centred design activities 

6.2 Understanding and specifying the context of use 

6.2.1 General 

The characteristics of the users, tasks and organizational, technical and physical environment define the 

context in which the system is used. It is useful to gather and analyse information on the current context in 

order to understand, and then specify, the context that will apply to the future system. Analysis of existing or 

similar systems (including manual systems if appropriate) can, if still valid, provide information on a whole 

range of context issues, including deficiencies and baseline levels of performance and satisfaction. It can 

reveal needs, problems and constraints that might otherwise be overlooked but which need to be met by the 

future system. Also, some aspects of the current context will persist, even if the system is highly novel. If an 

existing system is to be upgraded or enhanced, some of this information will already be available. If there are 

extensive results from user feedback, help-desk reports and other data, these can provide a basis for 

prioritizing system modifications and changes.  

NOTE 1 A context-of-use description can be a description of the current context of use or a description of the context 

intended for design. 

NOTE 2 ISO/TR 16982 provides information on a variety of methods that can be used for collecting and 

communicating this information. 

6.2.2 Context-of-use description 

The context-of-use description shall include the following: 

a) The users and other stakeholder groups: there can be a range of different user groups as well as other 

stakeholder groups whose needs are important. Relevant groups shall be identified and their relationship 

with the proposed development described in terms of key goals and constraints. 

Licensed to Swansea university / Dr. Thimbleby
ISO Store order #: 10-1255439/Downloaded: 2012-02-21
Single user licence only, copying and networking prohibited
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Unexpected Increased Mortality After Implementation of a Commercially

Sold Computerized Physician Order Entry System

Yong Y. Han, MD*‡; Joseph A. Carcillo, MD*‡§; Shekhar T. Venkataraman, MD*‡§;

Robert S.B. Clark, MD*‡§; R. Scott Watson, MD, MPH*‡§!; Trung C. Nguyen, MD*‡; Hülya Bayir, MD*‡;

and Richard A. Orr, MD*‡§

ABSTRACT. Objective. In response to the landmark

1999 report by the Institute of Medicine and safety initi-

atives promoted by the Leapfrog Group, our institution

implemented a commercially sold computerized physi-

cian order entry (CPOE) system in an effort to reduce

medical errors and mortality. We sought to test the hy-

pothesis that CPOE implementation results in reduced

mortality among children who are transported for spe-

cialized care.

Methods. Demographic, clinical, and mortality data

were collected of all children who were admitted via

interfacility transport to our regional, academic, tertiary-

care level children’s hospital during an 18-month period.

A commercially sold CPOE program that operated within

the framework of a general, medical-surgical clinical ap-

plication platform was rapidly implemented hospital-

wide over 6 days during this period. Retrospective anal-

yses of pre-CPOE and post-CPOE implementation time

periods (13 months before and 5 months after CPOE

implementation) were subsequently performed.

Results. Among 1942 children who were referred and

admitted for specialized care during the study period, 75

died, accounting for an overall mortality rate of 3.86%.

Univariate analysis revealed that mortality rate signifi-

cantly increased from 2.80% (39 of 1394) before CPOE

implementation to 6.57% (36 of 548) after CPOE imple-

mentation. Multivariate analysis revealed that CPOE re-

mained independently associated with increased odds of

mortality (odds ratio: 3.28; 95% confidence interval: 1.94–

5.55) after adjustment for other mortality covariables.

Conclusions. We have observed an unexpected in-

crease in mortality coincident with CPOE implementa-

tion. Although CPOE technology holds great promise as

a tool to reduce human error during health care delivery,

our unanticipated finding suggests that when imple-

menting CPOE systems, institutions should continue to

evaluate mortality effects, in addition to medication error

rates, for children who are dependent on time-sensitive

therapies. Pediatrics 2005;116:1506–1512; administration,

computer software, health care delivery/access, interhos-

pital transport, outcome.

ABBREVIATIONS. CPOE, computerized physician order entry;

CHP, Children’s Hospital of Pittsburgh; ADE, adverse drug event;

PRISM, Pediatric Risk of Mortality; OR, odds ratio; CI, confidence

interval.

In their landmark report To Err is Human: Building

a Safer Health System, members of the Institute of

Medicine estimated that medical errors contrib-

uted to between 44 000 and 98 000 deaths annually in

the United States.1 As a result of this report, subse-

quent congressional hearings, and extensive media

exposure, the issue of patient safety has quickly risen

to a position of highest priority among many health

care organizations. Sparked by this “safety initia-

tive,” many hospitals have looked toward emerging

medical information technologies, specifically com-

puterized physician order entry (CPOE) systems, as

a potential tool to reduce human error during health

care delivery.

Founded by The Business Roundtable, a national

association of Fortune 500 CEOs who are committed

to improving public policy, the Leapfrog Group

(www.leapfroggroup.org) has embraced CPOE, cit-

ing its beneficial role in reducing medication error2

as well as improving hospital resource utilization.3

With patient safety as its stated mission focus, the

Leapfrog Group now actively promotes widespread

CPOE implementation as 1 of its 4 benchmarks for

patient safety standards.

In response to the Institute of Medicine’s report

and safety initiatives promoted by the Leapfrog

Group, the Children’s Hospital of Pittsburgh (CHP)

implemented hospital-wide a commercially sold

CPOE system in October 2002 to become 1 of the first

children’s hospitals in the United States to attain

100% CPOE status. Upperman et al4 recently re-

ported that consistent with the experience at many

other institutions, CPOE implementation at our hos-

pital resulted in significant reductions in harmful

adverse drug events (ADEs) during a 9-month study

period.
However, despite CPOE’s ability to reduce medi-

cation error rates, a few investigators have begun to

question whether CPOE implementation necessarily

results in improved patient outcome and have raised

concerns regarding the Leapfrog Group’s CPOE di-From the Departments of *Critical Care Medicine and §Pediatrics and

!Clinical Research, Investigation, and Systems Modeling in Acute Illness

(CRISMA) Laboratory, Department of Critical Care Medicine, University of

Pittsburgh School of Medicine, Pittsburgh, Pennsylvania; and ‡Department

of Critical Care Medicine/Transport, Children’s Hospital of Pittsburgh,

Pittsburgh, Pennsylvania.
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Action

Unintended

Intended

Mistake

Abnormal use

Correct use

Lapse

Slip

Following good 
practice

Bad training
Unqualified use
Sabotage

Rule-based error
Knowledge-based error
Workaround

Memory failure

Attentional failure
Execution failure

Use error

Medical devices— Application of usability engineering to medical devices
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Computerized approaches are ideal for 
eliminating error because reliability 
can approach 100%

D W Bates et al, “Incidence of ADEs and potential ADEs,” JAMA, 
274:29–34, 1995.
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“We do not address 
error-handling”

1292 pages

“beautifully written introduction to 
design of algorithms”

“the bible of the field”

“best textbook ever seen”
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Panama incident, 2000–2001

18 patients died

2 radiologists imprisoned 
 for manslaughter

14Saturday, 30 June 12



15Saturday, 30 June 12



16Saturday, 30 June 12



Olivia Saldana

whether you write software in small or large teams; and
whether you operate domestically or in multiple nations in
a rapidly globalizing economy. You are at risk if you place
your product in conditions where human lives are at stake.
Indeed, it’s not the first time that software has been a sus-
pect in a series of unexpected fatalities. 

! In the mid-1980s, poor software design in another radi-
ation machine, known as the Therac-25, contributed to the
deaths of three cancer patients. The Therac-25 was built by
Atomic Energy of Canada Ltd., which is a Crown corporation
of the government of Canada. In 1988, the company incorpo-
rated and sold its radiation-systems assets under the Thera-
tronics brand. There does not appear to be any formal
investigation of the Therac-25 accidents, but according to an in-
depth examination by Nancy Leveson, now a professor at the
Massachusetts Institute of Technology, and the accounts of
other software experts, the design flaws included the inability
of the software to handle some of the data it was given; and the
delivery of hard-to-decipher user messages. In a twist of fate,
Theratronics, which was ultimately acquired by the Canadian
life-sciences company MDS, manufactured the radiation-ther-
apy machine used at the cancer institute in Panama.

!In February 1991, during Operation Desert Storm, an
Iraqi SCUD missile hit a U.S. Army barracks in Saudi Arabia,
killing 28 Americans. The approach of the SCUD should have
been noticed by a Patriot missile battery. A subsequent gov-
ernment investigation found a flaw in the Patriot’s weapons-
control software, however, that prevented the system from
properly tracking the missile. More recently, during Operation
Iraqi Freedom, the Patriot missile system mistakenly downed
a British Tornado fighter and, according to the Los Angeles Times
and other reports, an American F/A-18c Hornet. The pilot in
the single-seat Hornet and the two crew members aboard the
British jet were killed. The incidents are still under investiga-
tion, but Pentagon sources familiar with the Hornet incident
told the L.A. Times that investigators were looking at a glitch
in the missile’s radar system that made it incapable of properly
distinguishing between a friendly plane and an enemy missile.
Raytheon, the maker of the Patriot missile system, did not
want to comment on the 1991 incident. It also said the gov-
ernment was still investigating the more recent incidents and
that reports the software may be at fault were “off base.”

!A software glitch was cited in a Dec. 11, 2000, crash of a
U.S. Marine Corps Osprey tilt-rotor aircraft, in which all four
Marines on board were killed. According to Marine Corps Maj.
Gen. Martin Berndt, who presented the finding from a Judge
Advocate General investigation, “the mishap resulted from a
hydraulic-system failure compounded by a computer-software
anomaly.” Ahydraulic line broke in one of the craft’s two engine
casings as the pods were being moved from airplane mode to
helicopter mode in preparation for landing. When the flight-
control computer realized the problem, it stopped the rota-
tion of the engine pods. The pilots, trained to respond, tried to
reset the pods by pressing the primary reset button, but the
finding stated that a glitch caused “significant pitch and thrust
changes in both prop rotors,” which led to a stall. The plane
crashed in a marsh. The craft is made by a partnership of Boeing
and Bell Helicopter. A Boeing spokesman said changes were
made in the software but referred requests for details about
the software anomaly to the government. Aspokesman for the
Navy’s Air Systems Command, which investigated the inci-
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PANAMANIANS
Victor Garcia
Retired businessman
Garcia is one of seven can-
cer patients who survived
the radiation overdoses at
the institute in 2000. Overall,
21 patients have died. He is
a party to lawsuits against
Multidata International
Systems and MDS, the
owner of the Cobalt-60
therapy machine, in both
Panama and the U.S.

Dr. Juan Pablo Bares
Director, NCI
Bares sought international
help to understand the
causes of the overdoses
after the hospital realized 
in March of 2001 they had
occurred. Bares offered to
resign after the overdoses
became public in 2001, but
the hospital board refused 
to accept his resignation.

Camilo Jorge
Services manager, ProMed 
ProMed solicited a bid from
Multidata on a referral from
General Electric Medical
Systems because the NCI
couldn’t afford the treat-
ment-planning software
offered with the Cobalt-60
teletherapy machine. Jorge
says it is the only time
ProMed has done 
business with Multidata.

Cristobal Arboleda
Special Superior 
Deputy Prosecutor
Arboleda led the
investigation into the 
causes of the overdoses for
Panama’s Ministry of Health
and is now prosecuting the

physicists. He says his
office had little experi-
ence with software
and his staff has had
to learn on the job.

MULTIDATA SYSTEMS
INTERNATIONAL   
Mick Conley
General business
manager
Conley, a 13-year vet-
eran of the radiation-
therapy systems
company, oversees
product sales and
marketing. He’s
unflappable when
pressed about the 
role of the company’s
software in the
radiation accidents in
Panama and maintains
that they would not
have happened if the
staff at the NCI had
followed the manual
and verified the soft-
ware’s results before
treating patients.

Arne Roestel
President
Roestel runs the privately
held company, which he
founded in 1979. He’s been
working in the radiation-
treatment software industry
since the late 1960s.
Business manager Conley
calls him a pioneer in the
field and says he was one of
the first people in the coun-
try to work on computerized
radiation-treatment systems.

OFFICE OF COMPLIANCE,
CENTER FOR DEVICES AND
RADIOLOGICAL HEALTH
(CDRH), FOOD AND DRUG
ADMINISTRATION  
Timothy Ulatowski 
Director 
A 30-year veteran of the
FDA, and one of the few
people to wear a tie in the
CDRH office, Ulatowski is a
direct, to-the-point manager
who oversees a number of
FDA operations, including
enforcement of medical-
device and radiological-
health laws and regulations.
He holds a B.S. in
microbiology and an M.S.
in biomedical engineering.

John Murray
Software and Part 11
compliance expert 
Murray is the CDRH’s pri-
mary advisor on all aspects
of software, including valida-
tion, policy, and classifica-
tion. He holds an undergrad-
uate degree in electrical
engineering and a graduate
degree in computer science;
he can explain the complexi-
ties of medical devices and
their software in lay terms.

THE PLAYER ROSTER

Olivia Saldaña
Physicist, National Cancer
Institute (NCI), Panama
Saldaña is one of three physicists
charged with second-degree
murder in Panama for entering
data into Multidata’s software 
that produced inaccurate 
amounts of time for patients to 
be treated with a Cobalt-60 beam.
She continues to work at the hos-
pital because, she says, “If we did
not work, the patients would die.”
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Sociology…

• delay & deny

• bad apple

• stories & statistics

• impossible error

• swiss cheese

… but what can we do?
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Hazards

Harm

Device…

Nurse

Debugged        Bugs…              Swiss Cheese
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ONOFF
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Review settings
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Engineering…
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errors
preventable errors
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errors
noticed errors
managed errors
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user slip

unnoticed 
bad result
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harm
noticed harm
managed harm
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hazard
noticed hazard
managed hazard
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Seeing blindspots
“Safety in numbers”
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Seeing blindspots
“Safety in numbers”
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4° visual angle

• ignores

• fills in

• accommodates

• unaware
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System 1 Perception & response

System 2

World       

Conscious thinking
planning, reflection
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Finished scientific
papers follow 
years of fascinating fundamental 
scientific research.
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Finished scientific
papers follow 
years of fascinating fundamental 
scientific research.
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System 1 Perception & response

System 2

World       

Conscious thinking
planning, reflection
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Procedures

Prescription
Documentation

Training

Miscalculation

Other 10%

10% ≈ 35,000 US people pa*
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Chinese population
1,338,299,500

World population
6,840,507,000

1340000000 ÷ 6840000000=AC 0.19590643
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US population
307,006,550

World population
6,840,507,000

AC 307000000 ÷ 6840000000= 0.44883041
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0.044880671856633

0.44880672
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Patient arrests

Log shows 55 mg/hr

Should be 5.5 mg/hr

Nurse at fault

62Saturday, 30 June 12



Task — enter 5.5 mg/hr
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Nurse thinks 5•5

Log shows  55
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Excel
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System 1 Perception & intuition

System 2

Environment

Conscious thinking
planning, reflection
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System 1 
thinks these 
things work

System 2 
has a blindspot

Designers Users Lawyers Policymakers
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System 1 Perception & intuition

System 2

Environment

Conscious thinking
planning, reflection

learning

logging
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blocks 35 types 
of hazard
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makes hazard visible

is it any good?
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halve the 
death rate

Reducing number entry errors:
solving a widespread, serious problem

Harold Thimbleby1,* and Paul Cairns2

1Future Interaction Technology Laboratory, Swansea University, Swansea SA2 8PP, UK
2Department of Computer Science, University of York, York YO10 5DD, UK

Number entry is ubiquitous: it is required in many fields including science, healthcare, edu-
cation, government, mathematics and finance. People entering numbers are to be expected
to make errors, but shockingly few systems make any effort to detect, block or otherwise
manage errors. Worse, errors may be ignored but processed in arbitrary ways, with
unintended results. A standard class of error (defined in the paper) is an ‘out by 10
error’, which is easily made by miskeying a decimal point or a zero. In safety-critical
domains, such as drug delivery, out by 10 errors generally have adverse consequences.
Here, we expose the extent of the problem of numeric errors in a very wide range of sys-
tems. An analysis of better error management is presented: under reasonable
assumptions, we show that the probability of out by 10 errors can be halved by better
user interface design. We provide a demonstration user interface to show that the approach
is practical.

To kill an error is as good a service as, and sometimes even better than, the establishing of
a new truth or fact.

(Charles Darwin 1879 [2008], p. 229)

Keywords: number entry; human error; dependable systems; user interfaces

1. INTRODUCTION

At first sight, typing numbers is such a mundane task
that it seems not to merit a second glance. Naturally,
when it comes to entering numbers, humans are prone
to make errors, but—astonishingly—many systems
make no effort to detect or manage possible errors,
causing incorrect and unpredictable results. This
paper exposes the extent of this problem in a wide
range of systems. We show that the problem cannot
be dismissed merely by blaming the user: indeed, we
show that some system logs, which might otherwise be
thought of as a formal record of user actions, cannot
be relied on to assign blame.

Systems should be designed to manage errors, as
errors will always eventually occur regardless of user
skill or training. We therefore show how better designs
for number entry may be approached; we present a new,
improved user interface for preventing many number
entry errors, and we argue that the new approach can
approximately halve the probability of an important
class of adverse events arising from number entry error.

We note that problems with complex software are
widely recognized (Leveson 1995; Fox et al. 2009;
Hoare 2009; Jackson 2009), but, to our knowledge, this
article is the first to report the extent of serious problems

with the seemingly trivial issue of processing number
entry.

2. WIDESPREAD PROBLEMS WITH REAL
SYSTEMS

Entering numbers seems like an apparently routine
task, but it is in fact less dependable than it appears.
Figure 1a shows an everyday example, here taken
from Microsoft Excel (or Apple Numbers; the two
applications behave in essentially the same way for
the purposes of this paper). Two columns of numbers
are supposed to be added up. In figure 1, the column
totals should be the same, but small typing errors
make the totals incorrect without any warning, even
though no user is likely to want things that look like
numbers (e.g. ‘3.1’) to be treated as anything but the
numbers they seem to be. Using Excel’s ‘show pre-
cedents’ feature, there is no indication that there is a
problem (see figure 1b). And with frankly devious use
of the formatting functions, even greater errors are poss-
ible, as in figure 1c—though we note that it is very easy
to lose track of formatting, and the type of error illus-
trated here could arise by accident and be very hard
to track down.

The examples in figure 1 illustrate the problems: the
errors, whether caused intentionally or through acciden-
tal slips, are not immediately obvious to a casual glance,
though for illustrative purposes the examples are not so

*Author for correspondence (harold@thimbleby.net).

Electronic supplementary material is available at http://dx.doi.org/
10.1098/rsif.2010.0112 or via http://rsif.royalsocietypublishing.org.

J. R. Soc. Interface
doi:10.1098/rsif.2010.0112
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Safer “5-key” number entry user interfaces

using Differential Formal Analysis
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Differential formal analysis is a new user interface analytic evaluation method based on stochastic user

simulation. The method is particularly valuable for evaluating safety critical user interfaces, which often have

subtle programming issues. The approach starts with the identification of operational design features that

define the design space to be explored. Two or more analysts are required to analyse all combinations of

design features by simulating keystroke sequences containing keying slip errors. Each simulation produces

numerical values that rank the design combinations on the basis of their sensitivity to keying slip errors. A

systematic discussion of the simulation results is performed for assessing the causes of any discrepancy,

either in numerical values or rankings. The process is iterated until outcomes are agreed upon. In short, the

approach combines rigorous simulation of user slip errors with diversity in modelling and analysis methods.

Although the method can be applied to other types of user interface, it is demonstrated through a case study

of 5-key number entry systems, which are a common safety critical user interface style found in many medical

infusion pumps and elsewhere. The results uncover critical design issues, and are an important contribution

of this paper since the results provide device manufacturers guidelines to update their device firmware to

make their devices safer.

Number entry, stochastic simulation, medical devices, interactive systems, blocking errors.

1. INTRODUCTION

Best practice for designing effective and safe inter-

active systems uses methodologies that were de-

veloped primarily in office and consumer domains:

iterative design, user evaluation (using both labora-

tory and field experiments), and so forth; international

standards, e.g., ISO 9241, summarise current best

practice. However, safety critical and dependable

applications should be designed not just to be usable,

but to be safe; design should reduce risk to be As

Low As Reasonably Practical, ALARP, which is a

legal requirement under the UK Health & Safety At

Work Act (1974) and under similar legislation in other

countries.

Dependable interactive applications, we argue in

this paper, require different methodologies than

conventional usability approaches. For example, a

standard laboratory experiment may find that users

prefer one system to another, or that they make

fewer errors or are faster. This is certainly useful

information, but (except for very simple systems) a

lab study cannot cover all features (let alone all states

and transitions) of a system. If the interaction design

has bugs — actual software bugs or poor boundary

cases in the user interface — then human participant-

based evaluation may not help enough. For complex

systems, and for critical applications, reliance on user

testing alone may not be good enough to assure a

system has as few design defects as possible.

A common approach to assessing human factors

is via empirical studies. With any method, its

validity is an important issue. In a typical usability

experiment researchers try to achieve validity by

managing participant variability. For example, if

the only participant was a university student, the

results would not be representative of a typical

consumer population; in general the smaller (and

less representative) the population of participants the

less reliable it is to estimate the significance of any

results. In addition, running large trials is prohibitively

expensive.
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Extended cover (for large syringes, 20-30 ml) 

 

Control panel 

 

Up Key – used to move up a 
menu, or increase a number’s 
value 

 

 
Left Key – used to move left, or 
return to the previous menu 

 

Enter Key – used to select a 
menu option or confirm an entry 

 

 
Right Key – used to move right, 
or select the main menu 

 

 

 

Down Key – used to switch 
power on, move down a menu, 
or decrease a number’s value 

Charger cradle 

   

 

1. Charger Green/Amber LED window 
2. Charging contacts 3. Infra-red communication window 

2 

1 

Extended cover 

3 
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• open source

• open access

• open verification
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User Friendly Interface

Featuring the same 
intuitive user interface 
as the Asena® Syringe 
Pumps, the GP 
Volumetric Pump 
requires minimal 
additional training

Featuring the same 
intuitive user interface
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• open testing 

• open source

• open access

• open verification
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http://shesnotdown.blogspot.com/2010/10/deja-vu.html
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EU directive 210

92Saturday, 30 June 12



7
8

9

4
5

6

1
2

3

0
•

C

Less d
epend

able

More
depen

dable

G
F

E
D

C
B

A

E

Less dependable

More dependable

G
F

E
D

C
B

A

G

Less dependable

More dependable

G
F

E
D

C
B

A

F

93Saturday, 30 June 12



Less dependable

More dependable

G
F

E
D

C
B

A

G

94Saturday, 30 June 12



95Saturday, 30 June 12



96Saturday, 30 June 12



• 30 people die per year from shock (in UK)

• ~150 in the US
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FAILED
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Visual check
Differential leakage
Substitute leakage
Protective earth resistance

Seeing blindspots
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Visual check
Unnoticed error rate
Error blocking
Eye tracking

Seeing blindspots
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Seeing blindspots
“Safety in numbers”
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