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Applications requiringApplications requiring

Fault tolerance in GridFault tolerance in Grid

Domains Domains (grid applications connecting databases, supercomputers,(grid applications connecting databases, supercomputers,

instruments, visualization tools)instruments, visualization tools)::

• Finance,
• Health care,
• eScience, Cyber Infrastructure (EGEE, Virtual

observatory, TeraGrid, etc.)
• Nature and industrial disasters prevention and
management

• etc.

Key technology:Key technology:
• Web Services (with some extensions: WSRF)
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The EGEE project The EGEE project ((EnablEnabling ing Grid Grid for for E-SciencEE-SciencE))

•Building and Maintaining a large scale computing
infrastructure
•Provide support for Scientists using it.

Size:

Users: 3000
Institutes: 70
Countries: 27
Sites: 148
CPU: > 13000
Disk > 98 PB

Pilot applications:
LHC experiment (Alice, Atlas, CMS, LHCb)

 Scale, high bandwidth data transfer

Biomedical experiments:
 Security, Ease of use, distributed data base

Duration: 2 years
Cost: 32M

Next: EGEE2
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Job Statistics in EGEE Job Statistics in EGEE ((EnablEnabling ing Grid Grid for for E-SciencEE-SciencE))
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EGEE issues and problemsEGEE issues and problems
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Job Efficiency in EGEEJob Efficiency in EGEE
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Software Status in TERA GRSoftware Status in TERA GRID 1/2ID 1/2

http://tech.teragrid.org/inca-prod/cgi-bin//primaryhtmlmap.cgi?mapfile=/var/www/tech.teragrid.org/inca/TG/html/preload.s tate&topkey=exec

TeraGrid:
-integrated, persistent computational
resource.

-Deployment completed in September
2004,
-40 teraflops of computing power
-nearly 2 petabytes of storage,

-interconnections at 10-30 gigabits/sec.
(via a dedicated national network.)
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Software Status in TERA GRSoftware Status in TERA GRID 2/2ID 2/2
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Why FT in Grid is difficult (1/Why FT in Grid is difficult (1/2)2)

• Grids are installed, administered and controlled by humans

  -local priority may lead to stop or freeze jobs

  -modifications and updates take times and introduce

   configuration inconsistencies

  -upgrades and modifications may introduce errors

• Heterogeneity (hardware and software, availability)

• Instability (hardware and software)

+ Resources belong to different administration domains!
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Why FT in Grid is difficult (2/Why FT in Grid is difficult (2/22))

Application RuntimeApplication Runtime

Grid Middleware (WS)Grid Middleware (WS)

Operating SystemOperating System

NetworkingNetworking

ApplicationApplication

Vertical complexity

and consistency

Horizontal interoperability AND consistency

Site1

ServicesServices

Application RuntimeApplication Runtime

Grid Middleware (WS)Grid Middleware (WS)

Operating SystemOperating System

NetworkingNetworking

ApplicationApplication

Site2

ServicesServices

 When running applications on dynamic and

heterogeneous Grid, we may experience many software

failures
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Research in Grid Fault ToleranceResearch in Grid Fault Tolerance
(some aspects)(some aspects)

Computing models (application runtimes):

• Very few work (RPC-VRPC-V, MPI: MPICH-V, MPICH-GFMPICH-V, MPICH-GF)

Infrastructure:

• Server fault toleranceServer fault tolerance (GridServices, Webservices, WSRF)

• Fault detectorsFault detectors (few results, Xavier’talk)

• High performance protocolsHigh performance protocols (content distribution: BitTorrent)

• Resource discoveryResource discovery (DHT: Kadelmia)

FT techniques:

• Self stabilizationSelf stabilization (crash may append during stabilization)

• ConsensusConsensus (impossibility result on asynchronous network)

• Majority votingMajority voting (decisions may apply to a majority of nodes

absent during the vote…)

Fault tolerance is one research topic of the Fault tolerance is one research topic of the CoreGridCoreGrid  NoENoE
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Grid still raises many issuesGrid still raises many issues

on fault tolerance,on fault tolerance,

BUT also on other topics:BUT also on other topics:

performance,  scalability, performance,  scalability, QoSQoS,,

resources usage, accounting,resources usage, accounting,

security, etc.security, etc.

No environment or tool 

to test REAL Grid software 

at large scale
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log(cost)

log(realism)

math simulation emulation live systems

SimGrid
MicroGrid

Bricks
NS, etc.Model

Protocol proof

Data Grid eXplorer

WANinLab

Emulab

Grid’5000

DAS 2

TERAGrid

PlanetLab

Naregi Testbed

We need Grid experimental toolsWe need Grid experimental tools

In the first  of 2003, the design and development of two 

Grid experimental platforms was decided:

 Grid’5000 as a real life system

AIST 

SuperCluster

Major challenge

Challenging

Reasonable
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The largest research The largest research 

Instrument to study Instrument to study 

Grid issuesGrid issues

RENATER

Grid’5000

1000

500

500

500

500
500

500

500

500
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GridGrid’’5000 foundations:5000 foundations:

Collection of experiments to be doneCollection of experiments to be done
NetworkingNetworking

•• End host communication layer (interference with local communications)End host communication layer (interference with local communications)

•• High performance long distance protocols (improved TCP)High performance long distance protocols (improved TCP)

•• High Speed Network EmulationHigh Speed Network Emulation

Middleware / OSMiddleware / OS

•• Scheduling / data distribution in GridScheduling / data distribution in Grid

•• Fault tolerance in GridFault tolerance in Grid

•• Resource managementResource management

•• Grid SSI OS and Grid I/OGrid SSI OS and Grid I/O

•• Desktop Grid/P2P systemsDesktop Grid/P2P systems

ProgrammingProgramming

•• Component programming for the Grid (Java, Component programming for the Grid (Java, CorbaCorba))

•• GRID-RPCGRID-RPC

•• GRID-MPIGRID-MPI

•• Code CouplingCode Coupling

ApplicationsApplications

•• Multi-parametric applications (Climate modeling/Functional Genomic)Multi-parametric applications (Climate modeling/Functional Genomic)

•• Large scale experimentation of distributed applicationsLarge scale experimentation of distributed applications
(Electromagnetism, multi-material fluid mechanics, parallel optimization(Electromagnetism, multi-material fluid mechanics, parallel optimization
algorithms, CFD, astrophysicsalgorithms, CFD, astrophysics

•• Medical images, Collaborating tools in virtual 3D environmentMedical images, Collaborating tools in virtual 3D environment



IFIP WG 10.4 on dependable Computing and Fault ToleranceIFIP WG 10.4 on dependable Computing and Fault Tolerance

GridGrid’’5000 goal:5000 goal:

    Experimenting fault toleranceExperimenting fault tolerance

and many other topics onand many other topics on

all layers of the Grid software stackall layers of the Grid software stack

Application RuntimeApplication Runtime

Grid MiddlewareGrid Middleware

Operating SystemOperating System

Programming EnvironmentsProgramming Environments

NetworkingNetworking

ApplicationApplication

A highly reconfigurable, controllable and

monitorable experimental platform
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Switch Grid

Controler
(DNS,
LDAP,
NFS,
/home,
Reboot,
DHCP,
Boot server)

Router RENATER

MPLS

(level 2)

8 VLANs per site

Firewall/nat

Switch/router lab.

Local

Front-end
(logging by ssh)

Router RENATER

Router RENATER

Routeur RENATER

Grid5000 site

RENATER

Confinement / isolationConfinement / isolation

LAb normal

connection

to Renater

Reconfigurable

nodes

Lab. Clust LAB

Grid’5000
User access
point

G5k site

G5k site

Grid5000 siteProbe (GPS) Router

Ganglia

+HPC

2 fibers (1 dedicated to Grid’5000)
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Switch Grid

Controler
(DNS,
LDAP,
NFS,
/home,
Reboot,
DHCP,
Boot server)

Router RENATER

MPLS

8 VLANs per site

Firewall/nat

Switch/router lab.

Local

Front-end
(logging by ssh)

Router RENATER

Router RENATER

Routeur RENATER

Grid5000 site

RENATER

Observation & MonitoringObservation & Monitoring

LAb normal

connection

to Renater
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Switch Grid

Controler
(DNS,
LDAP,
NFS,
/home,
Reboot,
DHCP,
Boot server)

Router RENATER

MPLS

8 VLANs per site

Firewall/nat

Switch/router lab.

Local

Front-end
(logging by ssh)

Router RENATER

Router RENATER

Routeur RENATER

Grid5000 site

RENATER

Workload/Traffic  & Fault injectionWorkload/Traffic  & Fault injection

LAb normal

connection

to Renater

Reconfigurable

nodes

Lab. Clust LAB

Grid’5000
User access
point

G5k site

G5k site

Grid5000 siteProbe (GPS)
Router

Ganglia

+HPC

Injectors (process, communication)
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Grenoble

Rennes
Lyon

Toulouse

Sophia

Orsay

Bordeaux
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GridGrid’’5000 Global Observer5000 Global Observer
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GridGrid’’5000 Monitoring tools5000 Monitoring tools

Ganglia

Network traffic
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GridGrid’’5000 Reservation 5000 Reservation 

and reconfiguration and reconfiguration 
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GridGrid’’5000 Reconfiguration time5000 Reconfiguration time
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GridGrid’’5000 Reconfiguration time5000 Reconfiguration time
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GridGrid’’5000 Fault Generator: Fail5000 Fault Generator: Fail

fail-exec.run

01001

10011 01001

10011

01001

10011

01001

10011 01001

10011

01001

10011

ObjectivesObjectives
••Probabilistic and deterministicProbabilistic and deterministic

(reproducible) fault injection.(reproducible) fault injection.

••Expressiveness of scenarios.Expressiveness of scenarios.

••No code modification.No code modification.

••Scalable.Scalable.

ConceptsConcepts
••A dedicated language for faultA dedicated language for fault

scenario specificationscenario specification

(FAIL: (FAIL: FAultFAult Injection Language). Injection Language).

••Fine control of the code executionFine control of the code execution

 (through a debugger) (through a debugger)

Daemon ADV2

   {

   time_g timer = 5;

   node 1 :

     always int rand = FAIL_RANDOM (1,10);

     timer && rand < 2 -> halt, goto 2;

   node 2 :

     always int rand = FAIL_RANDOM (1,10);

     timer && rand > 7 -> restart, goto 3;

   node 3 :

   }
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Grid’5000

•• Grid still raises many issues about fault tolerance Grid still raises many issues about fault tolerance

•• Grid Grid’’5000 will offer a large scale infrastructure to study some5000 will offer a large scale infrastructure to study some

   of these issues (operational in September 2005)   of these issues (operational in September 2005)

•• Grid Grid’’5000 will be opened to international collaborations5000 will be opened to international collaborations

Summary:Summary:


